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Attention, in addition to being able to dwell on certain
locations or objects, can also be selectively tuned to par-
ticular features that are distributed over multiple spatial

locations or objects in a visual display (i.e., feature-based atten-
tion)1,2. It was found that this process is mediated by a feature
similarity gain mechanism3,4 that operates in all neurons
regardless of their receptive field locations, thereby enhancing the
representation of the attended feature(s) throughout the whole
visual field5,6. However, an equally and even more important, but
less recognized question is how the visual system attends to
multiple (more than one) features and how the neural repre-
sentations of the features are coordinated with each other in the
brain. Neurons encoding a feature (e.g., orientation) could be
found throughout visual cortex and are even more dispersed than
those encoding a spatial location7–9. As a consequence, attention
to multiple features might require a distinctive neural mechanism
that globally coordinates activities among multiple dispersed
neuronal populations that tuned to the attended features, which
remains largely unknown despite recent behavioral evidence for
rhythmicity in feature-based attention10.

The key to addressing this question is to investigate how the
neural representation of each attended feature is modulated
during multi-feature attention. A growing number of studies have
shown that attention, instead of being stationary, is a highly
dynamic and flexible process that organizes a multitude of spatial
or object representations in the temporal dimension11–15. For
example, attention samples targets (e.g., locations, objects)
rhythmically, with different targets being processed in different
phases16,17. These findings implicate that multi-feature attention
might also rely on a temporal coordination process in which
attention resources are dynamically allocated between multiple
features over time. Understanding the neural mechanism of such
a process hence necessitates characterizing its temporal dynamics,
which is nonetheless concealed to time-insensitive approaches.

Here we recorded magnetoencephalography (MEG) signals
from human subjects while they concurrently attended to two
orientation features and performed an orientation discrimination
task similar to Herrmann et al.18. A multivariate inverted
encoding model (IEM)19–22 was applied to the MEG signals to
reconstruct the neural representations of these two features at
each time point throughout the attentional process. Benefiting
from the high temporal resolution of MEG recordings, the
moment-to-moment reconstruction results allowed us to assess
the fine temporal courses of the orientation representations
during multi-feature attention. We found that the representations
of the two concurrently attended orientations alternated with
each other as they underwent a theta-band (~4 Hz) rhythmic
fluctuation process, showing an anti-phase temporal relationship.
Furthermore, we performed a time-resolved behavioral study
using the same multi-feature attention task, and the results
showed a similar rhythmic profile as that in the MEG signals,
supporting an essential link between the neural and behavioral
findings. Finally, the temporal rhythmicity in the orientation
representations was associated with a competition process
between the neuronal populations tuned to the attended orien-
tations, manifested as periodical changes in their tuning widths.

Results
Time-resolved representation of single orientation feature. The
MEG experiment consisted of two independent parts: the model
training part and the attention part. IEM hypothesized that MEG
signals in each sensor could be modeled as a weighted sum of the
responses of six orientation channels that are selectively tuned to
different orientations (Fig. 1a–c). These weights were first esti-
mated based on the data in the model training part, and then

were used to reconstruct the orientation channel responses in the
attention part when subjects concurrently attended to two
orientations. Importantly, the reconstruction was performed on
the MEG signals at each time point, and we could thus assess the
time-resolved orientation representations during multi-feature
attention (Fig. 1d–g). It is noteworthy that the model training and
reconstruction were performed for individual subjects.

In the model training part, subjects were presented with a
single sinusoidal grating stimulus with one of six orientations and
performed an orientation discrimination task (Fig. 1a). At each
time point, we used a support vector machine classifier to classify
the trial-wise vectors comprised of sensor signals into one of six
orientation categories (Fig. 1d). We found that, at the group level,
orientation information could be reliably decoded from MEG
signals between 167 and 215 ms (one-sample t-test: p < 0.05,
Bonferroni corrected for more than 10 consecutive significant
time points), with the highest decoding accuracy at 180 ms
(Fig. 1h). This temporal profile was consistent with previous
studies23,24. We obtained the optimal orientation pattern as the
trial-wise vectors of sensor signals at the time point with the
highest decoding accuracy for the IEM training (i.e., weight
estimation), as they presumably conveyed the richest orientation
information. The time-resolved orientation channel responses
could then be reconstructed from the MEG signals in both the
model training part and the attention part.

We first validated the trained IEM based on the model training
data by examining the channel response functions in the pre-
stimulus period (−250 to 0 ms, blue shade) and the post-stimulus
period (250 ms time window centered at the time point with the
highest decoding accuracy for each subject, red shade, Fig. 1j). For
both periods, a channel response function was calculated for each
of the six presented orientations by averaging the vector of
channel responses across all time points. The peak orientations of
these channel response functions thus corresponded to each of
the six orientations. These channel response functions were
circularly shifted to align their respective peak orientations to a
common 0° center such that they could be averaged across the six
orientations (re-centering). It should be noted that the re-
centering should not produce any significant 0° peak in the
absence of orientation information. As shown in Fig. 1i, the
averaged channel response function showed a clear bell-like
profile with the highest response at the 0° center for the post-
stimulus period (red line, one-way ANOVA: F(5,84)= 49.59, p <
10−9) but not for the pre-stimulus period (blue line, F(5,84)= 2.11,
p > 0.05). This indicates that the orientation information was
strongly represented in the post-stimulus period but not in the
pre-stimulus period.

We then examined whether the trained IEM could capture
orientation information changes in the MEG signals at a high
temporal resolution, by computing the representation fidelity
metric21 of the presented orientation at each time point of the
model training data. At the group level, we observed reliable
above-zero orientation representation fidelity (one-sample t-test,
p < 0.05, FDR corrected for more than ten consecutive significant
time points) from 172 to 220 ms, with the highest representation
fidelity at 187 ms. This was well consistent with the time course of
the decoding performance. Thus, the IEM trained by the optimal
orientation pattern is reliable for reconstructing the fine temporal
dynamics of orientation representation from the MEG signals, at
least when only one orientation feature was present.

We performed two control analyses to further validate our IEM
approach. First, to examine the model performance on random
data, we scrambled the orientation labels of the instantaneous
trial-wise sensor signals at each time point and performed the
same IEM analyses on the random surrogate data. We found that
the re-centered channel response function in the post-stimulus
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rhythmic fluctuating pattern. Moreover, the two orientation
representations seemed to exhibit an alternating relationship such
that the peaks of one coincided with the troughs of the other, and
vice versa. Indeed, this time-resolved pattern was consistent with
the flat time-averaged result (Fig. 2b). To examine the spectral
contents of the orientation representation time courses, we per-
formed a spectral analysis on the orientation representation
fidelity time courses averaged across trials for each subject. The
amplitude spectra were then averaged across subjects for each of
the two orientations. As shown in Fig. 2d, both orientations
showed a significant peak in the theta band (permutation test,
corrected for multiple comparisons, p < 0.05; 45°: 3.75–4 Hz;
135°: 3.5–4 Hz). Thus, the temporal fluctuations of the two
orientation representations were not stochastic but displayed a
theta-band rhythmical pattern.

To further test the alternating relationship between the time
courses of the two orientation representations, we calculated their
phase difference in the theta-band for each subject. As shown
Fig. 2e, the 45°–135° phase difference was not uniformly
distributed across subjects, but was clustered around 164°
(Rayleigh test for uniformity, p < 0.001) that was significantly
different from 0° (Rayleigh test, p < 0.001) but not significantly
different from 180° (Rayleigh test, p= 0.16), supporting their
anti-phase relationship in the theta band. Therefore, the neural
representations of the two concurrently attended orientations
followed a rhythmically oscillating trajectory in which the
enhancement of one feature representation was accompanied by
the suppression of the other.

Behavioral oscillation in multi-orientation attention. Previous
studies, by employing a time-resolved behavioral approach, have
demonstrated neurophysiologically relevant rhythms in
behavior10,11,13,14. If multi-feature attention is indeed mediated
by a rhythmic sampling neural mechanism, as suggested by our
MEG results, we would expect a similar rhythmic profile in the
time-resolved behavioral performance using the same multi-
feature attention paradigm. We therefore employed the same
stimuli and experimental procedure as those in the attention part
of the MEG experiment, in combination with time-resolved
psychophysics, to assess the temporal dynamics of multi-feature
attentional process at the behavioral level. The only modification
was the introduction of a systematically varied temporal lag
between the cue and the probe (SOA), such that the probe
appeared at one of 50 SOAs (50–1050 ms in steps of 20 ms) with
equal probability.

Figure 2f illustrates the orientation discrimination accuracy as
a function of cue-to-probe SOA for the 45° (red) and the 135°
(blue) orientations, respectively. The behavioral results showed a
fluctuating temporal profile as well as an alternation between the
two orientations. We then applied the same statistical procedure
as that used for the MEG data to the time-resolved behavioral
data, and identified a significant theta-band spectral peak
(permutation test, corrected for multiple comparisons; 45°:
3.75–4.5 Hz, p < 0.025; 135°: 3.75–4.25 Hz, p < 0.025) for both
orientations (Fig. 2g). Moreover, sensitivity to the two orientation
features exhibited an anti-phase relationship in the theta band
(Rayleigh test for uniformity, p < 0.01), and the distribution of the
phase difference across subjects significantly deviated from 0°
(Rayleigh test, p < 0.01) yet did not differ from 180° (Rayleigh
test, p= 0.23) (Fig. 2h). Notably, even at the single subject level,
the individual behavioral time courses exhibited a clear anti-phase
relationship between the two conditions (Supplementary Fig. 1a),
which was consistent with the group results. Moreover, the
individual power spectra were also highly consistent across
subjects, with a theta-band spectral peak for both the probe 45°

(red) and the probe 135° (blue) conditions (Supplementary
Fig. 1b). Thus, the behavioral findings further advocated that the
two attended orientation features were sampled in a rhythmic and
alternating manner.

Tuning shift model vs. tuning competition model. Both MEG
and behavioral results have demonstrated a theta-band rhythmic
oscillation in multi-feature attention, yet it remains unclear what
type of neural mechanism could account for these observations.
One possibility is that the periodic enhancement of the feature
representation is associated with the tuning shifts of individual
neurons towards the currently sampled feature, as in the uni-
feature attention8,26. The tuning shifts would result in a uni-
modal population response profile (black dashed curve, Fig. 3a,
left) whose peak periodically shifts between the two attended
orientations at theta band (tuning shift (TS) model). An alter-
native possibility is that the rhythmic sampling is related to the
competition between the two neuronal populations that are
selectively tuned to the attended features (red and blue curves,
Fig. 3a, right). In this case, the ongoing neuronal competition
would lead to a bi-modal population response profile with two
local peaks that periodically alternate in dominance at theta band
(tuning competition (TC) model).

To distinguish between these two possibilities, we fitted both
the TS and TC models to the population response profiles (sum of
idealized channel tuning functions weighted by their respective
response) and measured their goodness of fit (GoF) at each
time point. The GoF distribution of the TC model was more
positively skewed (median= 0.6) in comparison to the TS model
(median= 0.43), and the TS model fitted poorly (GoF < 0.1) for
approximately 9% of all the time points (Fig. 3b), suggesting that
the TC model showed an overall better fit than the TS model. To
further compare the two models, we evaluated the model fitness
by calculating the root mean squared deviation (RMSD) metric27.
RMSD takes the number of model parameters into account, and a
smaller RMSD indicates better model fitness. As shown in Fig. 3c,
the results again advocated the TC model over the TS model
(Wilcoxon’s signed rank test, p < 0.001). Interestingly, we also
identified a theta-band oscillatory pattern for the estimated
moment-to-moment tuning width difference between the two
neuronal populations (permutation test, multiple comparisons
corrected, 4.25–4.5 Hz, p < 0.001, Fig. 3d) but not for the
amplitude difference, indicating that the competition between
the two neuronal populations mainly involved tuning width
changes. Together, these results suggested that the rhythmicity in
multiple-feature attention was likely to arise from the competition
between the neuronal populations tuned to the attended
orientations, rather than global tuning shifts of all orientation
selective neuronal populations.

Discussion
We employed a time-resolved multivariate IEM approach on MEG
data to track the time courses of ongoing neural representations of
two concurrently attended orientations. We found that the neural
representations of the two orientations, instead of being simulta-
neously and persistently enhanced, waxed and waned in a theta-
band rhythm and alternated with each other over time. This tem-
poral pattern was also observed in the time-resolved performance of
an orientation discrimination task when subjects concurrently
attended to the two orientations. Using computational modeling,
we found that this pattern might be mediated by a tuning com-
petition process, whereby neuronal groups tuned to one of the
attended orientations modulate their tuning width at different
phases of a theta-band cycle. Together, our findings support a
rhythmical attention shift in the feature space, suggesting that the
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brain might employ a time-multiplexing approach to represent and
maintain multiple attended features.

The temporal dynamics of orientation representation we dis-
covered here suggest that attention resource could be flexibly
switched and reallocated among multiple features over time.
Consistent with a very recent behavioral study that revealed
rhythmic structures in the time-resolved behavioral performance
of a feature-based attention task10, our findings could be con-
ceptualized as the attended orientations being alternatively ligh-
tened by a feature-based attention spotlight that bypasses spatial
topography. The notion of an attention spotlight scanning
through the feature space is consistent with an earlier finding that

observers could successfully track visual objects that continuously
changed in the feature space28. Notably, our findings bear directly
on the fundamental question whether spatial and feature-based
attention are mediated by similar neural mechanisms2,29–31.
Neurophysiological studies have found that both firing rates and
spike correlations between neuron pairs are similarly affected by
the two forms of attention. Specifically, attending to a location or
a feature increases the response of the neurons whose preferred
feature or location matches that of the attention target2,32,33 and
simultaneously decreases their response correlations7. Our data
are in line with these findings. At least for multiple attention
targets, the two attention forms operate at the same time scalea
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(i.e., ~4 Hz), thus suggesting similar mechanisms mediating the
two attention forms.

Our findings, from both MEG recording and behavioral mea-
surement, consistently show that attention to multiple features is
coordinated at a theta-band rhythm, a rhythm known to implement
attentional allocation among multiple locations11,13,14,25,34,35. In
addition to attention, theta-band rhythm is also known to be
involved in other cognitive functions that deal with multiple items
simultaneously. For example, it was found that sustained theta-band
power during the delay period in working memory tasks36 could
predict subsequent retrieval performance37. By phase-modulating
the gamma-band power, the theta-band rhythm served a critical
function in disambiguating individual items held in working
memory38 and encoding their relationships39. Therefore, theta-
band rhythm might act as a functional bridge that connects a
cascade of cognitive processes40, including information selection,
representation, storage, and readout, with external behaviors.
Functionally, this ubiquitous temporal code is utilized to facilitate
the information exchange and coordination between different brain
regions that are involved in these cognitive processes41, and helps to
enhance processing capacity in attention and memory42,43.

Previous studies have shown that when a single feature is atten-
ded, tuning curves of individual neurons were shifted towards the
attended feature8,26, thus consistent with the TS model. Interest-
ingly, our modeling results instead support the TC model over the
TS model. One possible explanation is that the two mechanisms are
optimal under different circumstances. Tuning shift could maximize
the sensitivity to the attended feature4 during uni-feature attention
but would be suboptimal for multi-feature attention because it
would be highly inefficient to shift the tunings of almost all neuronal
populations every hundreds of milliseconds. In contrast, tuning
competition would be more advantageous in implementing the
rhythmic sampling process, as it relies on concurrent tuning changes
of particular neuronal populations without necessarily involving
other neuronal populations44. Importantly, we identified rhythmic
sharpening and widening of the tuning curves in our modeling at
the same theta-band frequency as in the temporal dynamics of the
feature representation and behavioral performance. This observation
echoes previous findings of attention-induced selectivity increase in
visual cortical neurons representing the attended object45 or lower-
level features46. Feature information encoded in neuronal responses
is critically constrained by the slope of neuronal tuning curves.
Sharpening of a tuning curve increases its slope, which in turn
improves the quality of neuronal code and the behavioral dis-
crimination performance47. While our modeling results were con-
sistent with previous findings that directing attention to basic visual
features, such as color and motion, influences the selectivity of
individual neurons48–51, given the limited spatial resolution of MEG
technique, we cannot assert that the tuning competition occurs at
the single-neuron level. It could also occur at the population
response level. In fact, tuning width changes at the population level
do not necessarily arise from tuning width (or selectivity) changes at
the single-neuron level, since a population tuning curve could be
affected by changes in amplitudes (or gains) of individual neuronal
tuning curves without necessarily changing the shapes (or widths) of
the tuning curves49.

Although our results are based on neuromagnetic signals from
occipital sensors, it is unlikely that our findings only reflect localized
neuronal processing in visual cortex. Feature-based attention is
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approximately parallel to the cued orientation while in the other trials the probe
orientation was approximately perpendicular to the cued orientation. Gratings in
the probe went through the same two-step spatial randomization process as
described above to minimize location-based selection effects.

Subjects indicated whether the probe orientation was clockwise or
counterclockwise of its closest orientation in the two grating arrays. To prevent
subjects from holding a reference of the two orientations in memory and using the
reference for the task, we randomly introduced a small orientation jitter (±3°) in
some trials as in Herrmann et al.18 such that the observers were uninformative as to
which orientations (42°/138°, 45°/135°, or 48°/132°) would be presented in a trial.
Hence, subjects had to attend to the two orientations in each trial in order to
complete the task. Inter-trial interval varied randomly between 1000 and 1500 ms.
Subjects underwent a total of five blocks for the model training part and eight
blocks for the attention part in an interleaved order. Each model training block
contained 72 trials (12 for each of the 6 orientations) and each attention block
contained 60 trials (30 for each probe condition). Trial order was randomized in all
blocks. A two-up-one-down staircase procedure was used in each block to match
task difficulty across subjects.

MEG signal acquisition. Neuromagnetic signals were recorded continuously with
a 306-channel (204 planar gradiometers, 102 magnetometers), whole-head MEG
system (Elekta Neuromag TRIUX) in a magnetically shielded room. Raw MEG data
were offline band-pass filtered between 0.1 and 35 Hz, resampled to 250 Hz, and
baseline corrected using Fieldtrip55 before subsequent data analysis.

Optimal orientation pattern localization. For each subject, time-resolved orien-
tation decoding analysis was conducted on the data from the model training part
using linear supporting vector machine (libSVM) to localize the optimal orienta-
tion pattern. The optimal orientation pattern was defined as the MEG signals that
contained the largest amount of orientation information, i.e., the trial-wise vectors
of sensor responses that achieved the highest decoding accuracy. Seventy-two
sensors covering the occipital lobe that were labeled as Occipital in the MEG data
acquisition system were selected for data analyses24. Because orientation selectivity
is relatively weaker in higher-order brain regions56, inclusion of signals from these
regions might introduce additional noise. For each time point (from 250 ms before
to 1250 ms after stimulus onset), MEG data were arranged in the form of 360 × 72
matrix comprising 360 trial-wise vectors of sensor signals (60 for each orientation
category). A six-way decoder was trained to classify these vectors into one of six
orientation categories using a leave-one-block-out cross-validation procedure,
yielding a decoding accuracy time course for each subject. We extracted the trial-
wise vectors of instantaneous sensor signals at the time point with the highest
decoding accuracy, which formed the optimal orientation pattern (Fig. 1d). This
pattern was then used to train the IEM.

Reconstruction of the time-resolved orientation representation. According to
the assumptions of IEM, instantaneous sensor responses at a single time point
across trials could be expressed as a linear combination of the responses of six
orientation channels (from 15° to 165° in steps of 30°):

B ¼ WC; ð1Þ
where B is the matrix of sensor signals at a given time point (72 sensors-by-N
trials), W is the matrix of linear weights for the orientation channels (72 sensors-
by-6 channels), and C is the matrix of channel responses (6 channels-by-N trials).
The IEM analysis involved two stages: model training and model-based recon-
struction. In the model training stage, the mapping from the MEG sensor signals to
the six orientation channel outputs (i.e.,W) was estimated using the optimal
orientation pattern that carried the richest orientation information. To this end, we
modeled the idealized tuning in each orientation channel as the half-sinusoidal
function raised to the fourth power peaked at the channel’s preferred orientation57

(Fig. 1b). Hence, for each trial in the model training sessions, the channel responses
could be predicted from these idealized tuning functions (Fig. 1c). Based on the
predicted channel responses, the weight matrix W could be estimated as

Ŵ ¼ B1C
T
1 C1C

T
1

� ��1
; ð2Þ

where B1 (72 sensors-by-360 trials) is the optimal orientation pattern matrix
obtained as described in the previous section, and C1 (6 channels-by-360 trials) is
the matrix of predicted channel responses for the presented orientation in each
trial, which was obtained from the idealized channel tuning functions. It is
important to note that estimation of W involved only the model training part data
and that the mapping was assumed to be invariant across the model training part
data and the attention part data. In the model-based reconstruction stage, the
weight matrix was then applied to the instantaneous sensor signals in the attention
part data (i.e., B2) at each time point to estimate the instantaneous individual
channel responses:

C2 ¼ Ŵ
T
Ŵ

� ��1
Ŵ

T
B2; ð3Þ

where B2 (72 sensors-by-480 trials) is the matrix of instantaneous sensor signals in
the attention part data and C2 (6 channels-by-480 trials) is the matrix comprising

column vectors of estimated trial-wise channel responses. These trial-wise vectors
were then averaged, yielding one vector of channel responses for each time point
(Fig. 1e). Hence, the orientation information in each trial is represented in the
channel space. To quantify to what extent the channel responses encode the
information of a given orientation, we computed the representational fidelity
metric as a mean of six unit vectors pointing in the polar angle directions corre-
sponding to the channels’ preferred orientations and weighted by the estimated
channel responses21

~z ¼
P

k ck~uk
6

; k ¼ 1; 2; ¼ ; 6; ð4Þ

where~z is the resultant mean vector, ck is the response of the kth channel, and~uk is
its corresponding unit vector. This mean vector was then projected onto a unit
vector pointing in the polar angle direction along the orientation of interest (the six
orientations in the model training part, 45° and 135° in the attention part),

R ¼ ~zj j cos ϕ; ð5Þ
where ϕ is the angle between the mean vector and the polar angle direction along
the orientation of interest. The resultant value R hence provide a quantitative
measure of the extent to which the information of a given orientation was encoded
in the channel responses, with a greater R value above zero indicating a stronger
representation of the orientation of interest (Fig. 1f). Using this approach, we
calculated the representation fidelity of the orientation of interest at each time
point (Fig. 1g), which yielded the orientation representation fidelity time course.
For the attention part data, we epoched the representation fidelity time courses
from 0 to 1000 ms after the onset of the resetting cue, removed the linear trends of
these epochs and performed spectral analysis using Fast Fourier Transform (FFT).
Amplitude and phase spectra were derived by taking the absolute value and the
phase value of the complex Fourier coefficients, respectively. The subject-wise
amplitude spectra were averaged to obtain the group-level results.

Statistical procedures. Statistical significance of the amplitude spectrum of the
representation fidelity time course was assessed using a permutation procedure. In
each iteration, we performed FFT on the original time course, randomly shuffled
the phase spectrum and performed inverse FFT on the phase-scrambled repre-
sentation fidelity time course to produce the surrogate signal. We then performed
the same analysis on the surrogate signal to derive the amplitude spectrum. This
randomization procedure was repeated 1000 times and yielded a distribution of
spectral power at each frequency bin, from which the corresponding thresholds
(p= 0.05, uncorrected) were obtained. To correct for multiple comparisons, we
used a cross-frequency correction approach14, i.e., the maximum threshold value
across all frequency bins was set as the threshold. Notably, the randomization
procedure was performed separately for each individual subject, which took the
cross-subject variance into account. Statistical assessment of phase relations was
conducted using CircStat Toolbox58. For each subject, the phase difference between
the two orientation representation fidelity time courses at the peak frequency was
computed and tested using Rayleigh’s test for non-uniformity.

Time-resolved psychophysics. The time-resolved psychophysical experiment was
performed in a behavioral test room. The visual stimuli and task procedure were
identical to those in the attention part of the MEG experiment with one critical
exception. Namely, we systematically manipulated the cue-to-probe stimulus onset
asynchrony (SOA, 50–1050 ms) in steps of 20 ms instead of using a random
interval (1–1.25 s), which corresponded to a sampling rate of 50 Hz in the beha-
vioral time course. The visual stimuli were presented on an IIYAMA HM204DT
22-inch monitor with a spatial resolution of 1024 × 768. Subjects viewed the stimuli
from a distance of 70 cm with their heads stabilized on a chin rest. The behavioral
experiment consisted of 40 blocks. Each block had 50 trials with one trial per SOA.
For each SOA, in half of the trials, the probe orientation was ~45° ± θ° while in the
other half the probe orientation was ~135° ± θ°. Prior to the experiment, the
orientation discrimination threshold θ was independently determined for indivi-
dual subjects in a pilot experiment using the same stimuli and task to match task
difficulty across subjects. Similar to the attention part of the MEG experiment, the
validity of the perceptual cue was 50%. For both attended orientations, we derived
the behavioral time course by measuring orientation discrimination accuracy as a
function of SOA. Analyses and statistical assessment of the amplitude spectra and
the phase relationship of the Fourier components at the peak frequency were
performed using the same procedure as described in the previous sections.

Model fitting and comparison. Prior to model fitting, we first generated the
smooth population response profile within 0–180° at each time point by summing
the idealized channel tuning functions weighted by their estimated responses21. We
then fitted the two candidate models (the tuning shift model and the tuning
competition model) to the population response profile at each time point for each
subject. For the tuning shift model, we used an exponentiated cosine function:19

f xjA;K; μ; bð Þ ¼ AeKfcos½ μ�xð Þ��1g þ b; ð6Þ
where x is the orientation value, A, K, and b are the amplitude, concentration, and
baseline of the function. The critical model parameter μ determines the peak
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orientation of the population response profile, which, according to the model
hypothesis, would rhythmically shift between 45° and 135°. The tuning competition
model was defined as the weighted sum of two exponentiated cosine functions that
characterized the tuning of the neuronal populations selective to the two attended
orientations (i.e., 45° and 135°):

f xjA1;K1;A2;K2; bð Þ ¼ A1e
K1fcos½ π

4�xð Þ��1g þ A2e
K2fcos½ 3π

4�xð Þ��1g þ b ; ð7Þ
where A1, K1, A2, and K2 denote the amplitude and the concentration of the two
tuning curves. For both models, parameters were varied to obtain the minimal sum
of squared errors between the population response profile and the model predic-
tion. To statistically compare the two models, we computed the root mean squared
deviation (RMSD) of the two fitted models for each time point:

RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SSE= N � kð Þ

p
; ð8Þ

where SSE is the sum of squared errors. N is the number of data points (i.e., 180),
and k is the number of model parameters. For each subject and each model, we
calculated the mean RMSD by averaging the model’s RMSD values across all time
points. A non-parametric Wilcoxon’s signed rank test was conducted to compare
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