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A B S T R A C T   

A speaker’s intended meaning can be inferred from an utterance with or without reference to its context for 
particularized implicature (PI) and/or generalized implicature (GI). Although previous studies have separately 
revealed the neural correlates of PI and GI comprehension, it remains controversial whether they share theory-of- 
mind (ToM) related inferential processes. Here we address this issue using functional MRI (fMRI) and trans
cranial direct current stimulation (tDCS). Participants listened to single-turn dialogues where the reply was in
direct with either PI or GI or was direct for control conditions (i.e., PIC and GIC). Results showed that PI and GI 
comprehension shared the multivariate fMRI patterns of language processing; in contrast, the ToM-related 
pattern was only elicited by PI comprehension, either at the whole-brain level or within dorsal medial pre
frontal cortex (dmPFC). Moreover, stimulating right TPJ exclusively affected PI comprehension. These findings 
suggest that understanding PI, but not GI, requires ToM-related inferential processes.   

1. Introduction 

Imagine that Pat asks the hotel’s front-desk clerk about where his 
friend went. The clerk responds by saying: “Some of guests are already 
leaving”. In this conversation, the listener needs not only to decode the 
context-invariant “sentence meaning”, but also to infer the implicated 
meaning (conversational implicature) beyond the literal expression 
(Grice, 1989; Hagoort & Levinson, 2014; Noveck & Reboul, 2008), 
which can be further classified into particularized conversational 
implicature (PI) and generalized conversational implicature (GI) (Grice, 
1975). Here the utterance can convey both a GI, which is normally 
carried by the usage of a certain linguistic expression (e.g., some of) in 
the utterance and can be achieved without referring to the context of 
utterance, and a PI, which is intimately associated with the specific 
context of the utterance. Specifically, the clerk’s use of the term “some 
of” warrants a GI: Some but not all of guests are already leaving, because 
the clerk used a weak scalar term “some of” on a scale, instead of a 
stronger one (e.g., all). Thus, GI is independent of the particulars of its 
context. In contrast, in the above example, the indirect reply may convey 

a PI, “perhaps your friend has already left”. Yet, if Pat is asking for the 
time, the same utterance can be interpreted as “it must be late”. 

In linguistic pragmatics, it is an ongoing debate, with three most 
influential theories, about whether interpreting GI and PI involve 
distinct or identical cognitive processes. Default Theory focuses on the 
important feature that GI is carried by the usage of certain sub-sentential 
locutions or structures of utterances, instead of by the particulars of the 
context of utterance (Chierchia, 2004; Horn, 2004; Levinson, 2000). 
Thus, according to this account, GI is computed by an automatic and 
effortless system that supports default inferences, whereas PI is 
computed by a separate one that supports context-sensitive inferences. 
In contrast, Relevance Theory holds that both types of implicature are 
recovered in comprehension by a single pragmatic system (Carston, 
2004; Sperber & Wilson, 1986). According to this theory, understanding 
the speaker’s meaning of an utterance is a process of searching for an 
optimally relevant interpretation under the particular context of the 
utterance, with the constraint of spending as little processing effort as 
possible. Once the interlocutor gets an interpretation crossing the rele
vance threshold, he or she will take it as what the speaker wanted to 
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convey (Sperber & Wilson, 1986). That is to say, both PI and GI are 
derived from the same cognitive processes, which take contextual con
siderations into account from the beginning. Finally, Semantic Mini
malism offers a more balanced view, which draws a distinction between 
semantic and pragmatic processing according to whether the recovery of 
the content can rely on computational operations alone (Borg, 2004; 
Cappelen & Lepore, 2005). Although both types of implicature require 
information beyond the strictly semantic information at hand, GI does 
not constitute full pragmatic content like PI, since it can be generated 
only by knowing the fact that the word “some” usually contains the 
meaning of “some but not all” in daily conversations. Thus, GI 
comprehension does not recruit the holistic, general pragmatic system 
that is recruited to generate PI, but involves a more limited system 
which runs on the basis of statistical facts about what speakers have 
communicated in past experience (Borg, 2009). In other words, PI is 
derived from fully context-based inferences, while GI is derived from 
constraint-based inferences. 

Comparing the neurocognitive mechanisms underlying PI and GI 
comprehension would allow us to choose between these theoretical 
approaches. Prior neuroimaging studies have separately investigated the 
neural processes of comprehending PI and GI. On the one hand, studies 
adopting a reading or listening comprehension task showed that the 
neural substrates of PI comprehension can be divided into two sub
systems (Hagoort & Levinson, 2014; Hagoort, 2013): a core language 
network responsible for filling in the semantic gap between the literal 
meaning of an utterance and its context (Ferstl & von Cramon, 2001; 
Siebörger, Ferstl, & von Cramon, 2007), and a theory-of-mind (ToM) 
network, which is commonly invoked by processes of inferring mental 
states of other individuals. The ToM network typically consists of medial 
prefrontal cortex (mPFC), bilateral TPJ, precuneus, and bilateral ante
rior superior temporal sulcus (Mar 2011; Van Overwalle & Baetens, 
2009), and among these regions, dorsal mPFC (dmPFC) and right TPJ 
are likely to be the core regions supporting ToM processes (Schurz, 
Radua, Aichhorn, Richlan, & Perner, 2014). Studies on indirect reply 
used natural conversations as stimulus materials, in which the reply 
utterance was served as a direct or indirect reply to its preceding 
question (Bašnáková, Weber, Petersson, van Berkum, & Hagoort, 2014; 
Feng et al., 2017; Jang et al., 2013; Shibata, Abe, Itoh, Shimada, & 
Umeda, 2011; Tettamanti et al., 2017; van Ackeren, Smaragdi, & Rue
schemeyer, 2016). By comparing indirect reply to direct reply, these 
studies identified a set of brain regions that are linked to PI compre
hension, including left (and right) inferior frontal gyrus (IFG), right (and 
left) middle temporal gyrus (MTG), mPFC, right (and left) TPJ, and 
precuneus. 

On the other hand, neuroimaging studies of GI adopted a picture- 
sentence verification paradigm (Shetreet, Chierchia, & Gaab, 2014; 
Zhan, Jiang, Politzer-Ahles, & Zhou, 2017), comparing experimental 
conditions of mismatched generalized implicature (e.g., some rabbits 
have keys, following a cartoon in which all rabbits have keys), matched 
generalized implicature (e.g., some rabbits have keys, following a cartoon 
in which two of five rabbits have keys), no-implicature control (e.g., 
every rabbit has keys, following a cartoon in which all rabbits have keys). 
Participants were presented a cartoon and a sentence, and were required 
to decide if the sentence matched the picture. Shetreet et al. (2014) 
found that the mismatched and matched GI conditions commonly acti
vated left IFG relative to a control condition. By comparing the 
mismatch and match GI conditions, they further found that GI mismatch 
activated additionally mPFC/anterior cingulate cortex and left middle 
frontal gyrus (MFG). The authors speculated that GI processing is 
possibly associated with semantic processing (IFG) and high-order 
cognitive functions (mPFC), like conflict control or ToM. Using similar 
constructions, Zhan and colleagues (2017) found that both GI mismatch 
and semantic mismatch activated bilateral ventral IFG, whereas GI 
mismatch uniquely activated left dorsal IFG and basal ganglia, relative 
to semantic mismatch. The activation in basal ganglia, together with 
IFG, suggests that the processing of GI mismatch may involve executive 

functions beyond semantic unification. 
Although these two lines of research on PI and GI have made 

remarkable achievements, we still have little direct evidence for the 
relationship between PI and GI processing for the following reasons. 
First, for the studies on GI, the picture-sentence verification paradigm 
provides a temporary linguistic context in which a GI recovered from the 
sentence is inconsistent with its paired picture (in the mismatch condi
tion). Due to the fact that implicatures could be potentially cancelled by 
linguistic or extra-linguistic cues (Eckardt, 2007; Grice, 1975), it is 
difficult to know to what extent the neurocognitive mechanism revealed 
in this paradigm truly reflects the system underlying GI comprehension 
in normal conversations. Second, these two lines of research used 
different experimental paradigms and different participants, making it 
difficult to compare the findings across PI and GI processing. Third, 
previous neuroimaging research used mostly univariate data analysis 
approaches and showed common activations in IFG and mPFC for PI and 
GI processing. However, such overlapping brain activity does not 
necessarily imply shared neural representations and cognitive processes. 
Thus, to what extent comprehension of PI and GI share the same neu
rocognitive processes is still an open question. 

Here we aim to identify both the shared and distinct neurocognitive 
processes underlying PI and GI comprehension by comparing these two 
types of conversational implicature in the same experiment. In partic
ular, we aim to investigate whether ToM processing is necessary for 
interpreting both PI and GI. To this end, we adopted a a〷ii�尰〰ഀᄀ㤰〴ss㐀଀
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quickly as possible as to whether the latter speaker really intended to 
answer “yes” or “no” to the question. The judgment was indicated by a 
button press with the index or middle finger of the participants’ right 
hand. Reaction time (RT) was measured as the latency of his/her 
response to the presentation of “yes” and “no” choices. 

After the listening comprehension task, participants also completed a 
ToM task in the scanner. Stimulus materials of this task were obtained 
from the Saxelab website (http://saxelab.mit.edu/localizers; credit 
David Dodell-Feder, Nicholas Dufour, and Rebecca Saxe), containing 10 
“false belief” and 10 control stories. We first translated these stories and 
its corresponding statements into Chinese. Then an English-Chinese 
bilingual, with English as his native language, translated the Chinese 
version back to English. This English translation and the original version 
were almost identical, indicating that the Chinese version was consistent 
with what the English version intended to convey. For each trial, a story 
was visually shown for 12 s, followed by a statement about the preceding 
story for 4 s. Each participant made a binary judgment as to whether the 
statement was True or False according to the story. A fixation interval of 
12 s was presented between the trials. 

Prior to fMRI scanning, all participants received written instructions 
concerning how to complete the tasks and performed a short practice for 
each task. After scanning, each participant completed a Chinese version of 
Autism Spectrum Quotient (AQ) questionnaire which is intended to 
measure individuals’ social skills (Baron-Cohen, Wheelwright, Skinner, 
Martin, & Clubley, 2001). The subscale scores of this questionnaire reflect 
the degree of autistic-like social and communication difficulties; that is, 
the higher the score, the poorer the social or communication skills. 

2.1.4. Data acquisition and preprocessing 
Functional images were gathered on a research-dedicated 3-Tesla 

MRI scanner (GE MR750, General Electric, Fairfield, Connecticut), 
with a T2*-weighted echo-planar imaging sequence. Each volume con
tained 35 transversal slices, with repetition time/echo time/flip angle =
2000 ms/30 ms/90◦, slice thickness/inter-slice gap = 4 mm/0.75 mm, 
field of view = 192 × 192 mm2, resolution within slice = 64 × 64, and 
voxel size = 3.0 × 3.0 × 4.0 mm3. Slices of each voS㜵㌵⁔洊嬨egya⥝⁔䨊㄰Њ嬨sli�⁔洊嬨scannሠ告਱〄ਜ਼⠀؀ༀ洊嬱㔀ᘀ଩崠〰ᄀᤀ଩崠告਱‰ 䘰‱⁔昊ㄠ〠〠ㄠⴳ⸴⸳ㄵ㤠呭ਜ਼⠀ऀȀ̀ऱ⸵ਜ਼⠀ሀഀЀ଩崠告ਯ䘸‱‭‭㌲⸸ㄲ㠠ㄠ呦਱‰‰‱″⸴㌵㘠ⴱ⸳ㄵ㤠呭ਜ਼⠋⥝⁔䨊⽆㠠ㄠⴠ‭㔮㈴㤴〴d ⥝⁔䨊ㄠ〠〠ㄠ㈹⸱㔀ࠀȀí昊ㄠ〠〠ㄠⴰ⸰〰ਜ਼⠀؀嬨ind�ⴷ㄰⤰〷 ⥝⁔䨊ㄠ〰〇h�ऀഀ�؀଩崠告਱ⴰ‰‱‶⸰ࠀ଀
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comparisons at cluster-level (whole-brain or within the dmPFC ROI 
using small-volume-correction; Chen, Jimura, White, Maddox, & Pol
drack, 2015). 

2.1.6. Multivariate pattern analysis 
To identify the distributed neural representations of PI and GI pro

cessing, we used linear support vector machines (SVMs) to train multi
variate fMRI pattern classifiers for PI and GI, respectively. We 
implemented the SVMs using Spider toolbox (https://people.kyb.tueb 
ingen.mpg.de/spider). We trained three classifiers on individual 
contrast maps to discriminate PI from PIC, GI from GIC, and PI from GI. 
For illustration purposes, we carried out bootstrap tests to assess the 
significance of voxel classifier weights. We performed SVMs on 10,000 
bootstrap samples (with replacement). In each voxel, two-tailed, un
corrected p-value was computed according to the distribution of classi
fier weights. For the whole-brain analysis, the weight maps were 
thresholded at p < 0.001 uncorrected (cluster size >10) to illustrate 
clusters that contributed most reliably to the classification (c.f., Wager 
et al., 2013). In classification and further similarity analysis, we used all 
the voxels in the training data. We performed a force-choice test with a 
leave-one-participant-out cross-validation method (cf., Chang, Gia
naros, Manuck, Krishnan, & Wager, 2015; Woo et al., 2014) to calculate 
the classification accuracies of the SVM classifiers for PI vs. PIC and GI 
vs. GIC. The classifier trained to discriminate between PI and PIC (i.e., PI 
classifier) and the classifier trained to discriminate between GI and GIC 
(i.e., GI classifier) represented the neural patterns that were modifiable 
by PI and GI (Woo et al., 2014; Woo, Chang, Lindquist, & Wager, 2017). 
On the one hand, if PI and GI comprehension shared neural represen
tations, then the PI classifier should accurately discriminate GI from 
GIC, and the GI classifier should accurately discriminate PI from PIC. On 
the other hand, if the cross-validated accuracy for classifier trained to 
discriminate between PI and GI was significant, there might be distinct 
cognitive processes between PI and GI comprehension. 

Next, we used the Neurosynth Image Decoder (http://neurosynth. 
org/decode; Yarkoni, Poldrack, Nichols, Van Essen, & Wager, 2011) to 
quantify the neural representation similarity between our pattern classi
fiers and reverse-inference maps obtained from previous studies (i.e., 
thousands of published neuroimaging studies included in the Neurosynth 
database at Jan 2017). The Pearson correlation coefficients (r) between 
the unthresholded weight map of PI/GI classifier and the reverse infer
ence z-map of each of the 2911 terms in the Neurosynth database was 
calculated to indicate pattern similarity. Here, we focused on pattern 
correlations between PI/GI comprehension and 15 core concepts in psy
chology and psycholinguistics: attention, memory, knowledge, cognitive 
control, decision, emotion, reasoning, intention, theory of mind, language, 
orthographic, phonological, lexical, syntactic, and semantic. 

Furthermore, we investigated to what extent language and ToM 
processing could be involved in PI and GI comprehension. Indepen
dently defined language and ToM prototypical brain patterns by the 
term “language” and “theory mind” in the Neurosynth database, were 
used to discriminate PI and GI from their respective controls. With a 
leave-one-participant-out cross-validation scheme, we computed the 
classification accuracies of the language and ToM pattern classifier for PI 
vs. PIC, GI vs. GIC, and PI vs. GI. 

With the same procedure above, we also trained a ToM classifier to 
discriminate the false belief and control conditions in the ToM task both on 
the whole-brain and within dmPFC ROI. For the ROI analysis, predefined 
voxels (the number of voxels = 1038) from the conjunction analysis 
illustrated above were selected as training and testing data. We calculated 
the classification accuracies of the ToM classifiers both on the whole-brain 
and within dmPFC ROI for PI vs. PIC, GI vs. GIC, and PI vs. GI. 

2.2. Results 

2.2.1. Behavioral results 
For fMRI scanning, a 2 (scenario pair: PI pair vs. GI pair) × 2 

(implicature: critical vs. control) repeated-measures ANOVA for par
ticipants’ task accuracy revealed a significant interaction, F(1,27) =
8.20, p = 0.008, ηp

2 = 0.23 (see Table 2). Tests for simple effects indi
cated that for the GI pairs, accuracies were lower in the GI condition 
than in its corresponding control condition, p < 0.001; this effect was 
not significant for the PI pairs, p = 0.08. Trials with incorrect response or 
no response within the time limit (3 s) were excluded from the following 
behavioral and fMRI analyses. 

A 2 × 2 repeated-measures ANOVA for participants’ RTs revealed a 
significant interaction, F(1,27) = 23.69, p < 0.001, ηp

2 = 0.47. Tests for 
simple effects indicated that for the PI pairs, RTs were longer in the PI 
condition than in its corresponding control condition, p < 0.001; this 
effect was smaller for the GI pairs, p = 0.004. To deal with the possible 
speed-accuracy tradeoff in PI and GI conditions, we calculated the in
verse efficiency score in each condition, which consisted of the average 
RT of correct trials divided by accuracy (Townsend & Ashby, 1978, see 
Table 2). An ANOVA for inverse efficiency scores showed also a signif
icant interaction, F(1,27) = 8.95, p = 0.006, ηp

2 = 0.25: the inverse ef
ficiency scores were larger in the PI condition than in its control; this 
effect was smaller for the GI pair. These findings indicated that under
standing utterances with conversational implicature involves more 
complex pragmatic inferential processes, relative to utterances without 
conversational implicature, and that understanding PI seemed to be 
more difficult than understanding GI. 

In addition, after the experiment, all fMRI participants read each 
scenario again and rated how indirectly the reply was related to the 
preceding question on a 7-point visual analog scale, ranging from “the 
most direct” to “the most indirect”. For this after-experiment indirect
ness rating, a 2 × 2 repeated-measure ANOVA for rating scores showed a 
significant interaction, F(1,27) = 52.41, p < 0.001, ηp

2 = 0.66. Tests for 
simple effects showed that for the PI pairs, the replies were more indirect 
in the PI condition than in its corresponding control condition, p <

0.001; this effect was smaller for the GI pairs, p < 0.001. These results 
suggested that the replies with conversational implicatures were 
considered to be more indirect than ones without such implicatures. 

2.2.2. Whole-brain univariate analysis 
To identify neural correlates of PI and GI comprehension, we 

examined, respectively, the contrasts PI > PIC and GI > GIC at the 
whole-brain level. The contrast PI > PIC (Fig. 1A and Table S1 in Sup
plementary materials) revealed activations in bilateral IFG, MTG, TPJ, 
mPFC (extending posteriorly to pre-SMA), precuneus (extending to post 
cingulum cortex), and bilateral MFG. The contrast GI > GIC (Fig. 1B and 
Table S1) revealed activations in bilateral IFG, left MTG, and mPFC/pre- 
SMA. Note that, after masking out the activations of the contrast GI >
GIC at a voxel-level threshold p < 0.01 uncorrected, the contrast PI >
PIC showed activations in bilateral anterior temporal lobe, bilateral TPJ, 
middle mPFC, and precuneus (Fig. 1D, in blue); after masking out the 
activations of the contrast PI > PIC, the contrast GI > GIC showed 
activation in pre-SMA (Fig. 1D, in orange). 

A whole-brain conjunction analysis of the contrasts PI > PIC and GI 
> GIC revealed clusters of activation in bilateral IFG, left MTG, and 
dmPFC (extending to pre-SMA), as shown in Fig. 1C and Table S1. These 
results indicated that the comprehension of PI and GI may involve both 
overlapping and distinct neural correlates. 

Table 2 
Mean accuracy, RT, inverse efficiency score, and degree of indirectness, and 
standard deviation (in parenthesis) for each condition.  

Measurement PI PIC GI GIC 

Accuracy (%) 93.8 (5.2) 95.9 (4.9) 89.1 (7.5) 97.1 (4.0) 
RT (ms) 852 (275) 586 (235) 669 (251) 577 (249) 
Inverse Efficiency (RT/ 

Acc) 
917 (320) 616 (256) 756 (299) 595 (260) 

Indirectness 4.82 
(0.94) 

2.10 
(0.53) 

3.40 
(1.04) 

2.04 
(0.77)  

W. Feng et al.                                                                                                                                                                                                                                    
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To identify brain regions activated by ToM processing, we examined 
the false belief > control contrast at the whole-brain level. This contrast 
evoked clusters of activation in bilateral TPJ extending inferiorly to 
anterior temporal gyrus, mPFC, precuneus extending to post cingulum 
cortex, bilateral IFG and MFG. These results are highly consistent with 
the ToM network identified in previous studies (Dodell-Feder et al., 
2011; Lee & McCarthy, 2016). As shown in Fig. 1E, PI-specific activa
tions (in blue) were almost completely embedded in ToM processing 
network identified in this study (in red). 

2.2.3. Whole-brain multivariate pattern analysis 
To test the hypothesis that PI and GI processing have shared neural 

representations, we first trained and tested multivariate patterns at the 
whole-brain level. Multivariate fMRI pattern classifier trained to disso
ciate PI vs. PIC could discriminate PI from its control with 96% accuracy 
(95% confident interval (CI): 90–100%, p < 0.001). When this classifier 
was applied to discriminate GI and its control, an accuracy approaching 
100% (95% CI: 100–100%, p < 0.001) was obtained. Similarly, the 
classifier trained to dissociate GI vs. GIC could discriminate GI condition 
from its control with 96% accuracy (95% CI: 90–100%, p < 0.001), and 
could be generalized to discriminate PI vs. PIC with an accuracy of 96% 
(95% CI: 90–100%, p < 0.001). These findings provided evidence for the 
existence of functionally shared neural representations for PI and GI. In 
addition, 
-
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activated dmPFC, 58.6% voxels were also significantly activated by ToM 
task (see Fig. 3C). Given these seemingly contradictory findings, we 
further investigated whether dmPFC played an identical role in PI and GI 
processing. 

We first hypothesized that if a “ToM” neural classifier within dmPFC 
could discriminate PI vs. PIC, but not GI vs. GIC, then it is reasonable for 
us to believe that PI and GI employed distinct neural representations in 
dmPFC. To test this hypothesis, we trained a “ToM” multivariate pattern 
within a priori dmPFC ROI to discriminate the false belief condition and 
its control in the ToM task. This dmPFC ROI was obtained from the 
univariate conjunction analysis of the contrast PI > PIC and GI > GIC. 
The cross-validation test showed that this “ToM” classifier could 
discriminate the false belief condition from its control with 100% ac
curacy (95% CI: 100–100%, p < 0.001). When applied to discriminate 
the four experimental conditions (Fig. 3A), this “ToM” classifier per
formed significantly above chance in discriminating both PI vs. PIC 
(89%, 95% CI: 79–97%, p < 0.001) and PI vs. GI (86%, 95% CI: 73–96%, 
p < 0.001). However, this classifier performed at chance level in 
discriminating GI vs. GIC (61%, 95% CI: 45–76%, p = 0.34), consistent 

with the whole-brain MVPA classification. These findings provided 
support to the hypothesis that interpreting PI and GI has distinct neural 
representations within dmPFC. Specifically, the representation of PI, but 
not GI, may involve a ToM-related inferential component. 

Secondly, we carried out univariate parametric analyses for activa
tion in dmPFC ROI. We added the participants’ social skills (as measured 
by AQ questionnaire; see Supplementary Materials for details) as group- 
level covariates for the PI > PIC and GI > GIC contrasts in two sepa
rate models. As shown in Fig. 3B, the magnitude of activation in dmPFC 
(peak coordinates: [9, 32, 49]; cluster size = 12; pFWE = 0.041, small- 
volume corrected) negatively correlated with the social skills scores 
during PI processing (r = − 0.60, p = 0.001), but not during GI pro
cessing (r = 0.10, p = 0.61). A direct comparison confirmed that the two 
correlation coefficients differed significantly, z = − 3.22, p = 0.001, with 
95% CI being [− 1.05, − 0.29]. These findings indicated that individuals’ 
social skills modulated dmPFC activation during PI processing, but had 
no effect on GI processing. 

Finally, we conducted a PPI analysis by using the a priori dmPFC 
(peak coordinates: [− 9, 38, 43]) as seed region. We found that dmPFC 

Fig. 2. Results of the whole-brain MVPA. (A) The whole-brain weight maps show voxels whose activity reliably classify PI vs. PIC conditions (i.e., PI weight map) or 
GI vs. GIC condition (i.e., GI weight map). Positive (warm color) and negative (cool color) weights indicate that more PI/GI processing was predicted by increased 
and reduced activity, respectively. (B) shows the results of neural similarity analysis using Neurosynth Image Decoder. (C) shows the accuracy of the “Language” map 
(left three bars) and the ToM map (right three bars) classifying PI vs. PIC, GI vs. GIC, and PI vs. PIC. Error bars represent SEs. ** p < 0.01, *** p < 0.001, n.s. not 
significant. (D) shows the prototypic language and ToM maps derived from Neurosynth database. 

W. Feng et al.                                                                                                                                                                                                                                    
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showed significantly stronger functional interplay with several brain 
regions, including precentral gyrus, left inferior parietal lobule (IPL), 
right IFG pars opercularis and pars orbitalis (extending to right anterior 
insula), and pre-SMA during PI processing, relatively to GI processing 
(Fig. 3C and Table S2). 

2.3. Discussion 
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interpreting GI engages only weakly ToM-like inferential processing at 
best. Second, activation in dmPFC strongly correlated with individuals’ 
social skills during PI processing, but not during GI processing. Third, 
dmPFC showed significantly stronger functional connectivity with SMA, 
premotor cortex, right IFG and left IPL during PI processing, relatively to 
GI processing. The latter pattern of frontal and parietal activity is 
associated with domain-general cognitive/executive control (Duncan, 
2010; Ye & Zhou, 2009a, 2009b). Given that PI comprehension is 
generally more difficult than GI comprehension, it is reasonable to 
predict that PI may require additional cognitive processing to monitor 
and resolve the conflicts between sentential representations in 
discourse. Thus, the increased functional connectivity may reflect how 
the cognitive control system was involved in pragmatic inference during 
PI comprehension. Thus, a related idea is that this region is engaged in 
strategic inferential processing to establish the relation between utter
ances in discourse (Ferstl, Neumann, Bogler, & von Cramon, 2008; Ferstl 
& von Cramon, 2002; Kuperberg, 

http://www.afhayes.com
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sham) × 2 (inference type: belief vs. control) repeated measures 
ANOVAs on participants’ task accuracy. For the anodal experiment 
(Fig. 4A left panel), a marginally significant interaction between the two 
factors was revealed, F(1,65) = 3.48, p = 0.067, ηp

2 = 0.05. Simple effect 
analysis revealed that for the sham group, the accuracy rate was lower in 
false belief condition (70.6 ± 2.7%) than in the control condition (81.2 
± 2.2%; p < 0.001, ηp

2 = 0.21); for the anodal group, there was no sig
nificant difference in accuracy between false belief condition (80.0 ±
2.6%) and control condition (83.8 ± 2.1%; p = 0.14, ηp

2 = 0.03). For the 
cathodal experiment (Fig. 4A right panel), the analysis also showed a 
marginally significant interaction, F(1,86) = 3.81, p = 0.054, ηp

2 = 0.04. 
Simple effect analysis revealed that for the sham group, the accuracy 
rate was lower in false belief condition (71.7 ± 2.7%) than in control 
condition (81.7 ± 1.9%; p = 0.001, ηp

2 = 0.12). This effect was larger for 
the cathodal group (false belief, 65.4 ± 2.6% vs. control, 83.3 ± 1.8%; p 
< 0.001, ηp

2 = 0.33). These findings confirmed that enhancing or dis
rupting right TPJ functions through tDCS facilitates or hinders ToM- 
related inferential processes. 

We then analyzed behavioral data in the listening comprehension 
task. For each experimental condition, participants correctly responded 
to more than 95% of all trials. For the anodal experiment (Fig. 4B left 
panel), a 2 (tDCS type: anodal vs. sham) × 2 (scenario pair: PI pair vs. GI 
pair) × 2 (implicature: critical condition vs. control condition) repeated 
measures ANOVA on participants’ RTs revealed a significant three-way 
interaction between tDCS type, scenario pair and implicature, F(1, 65) 
= 4.30, p = 0.042, ηp

2 = 0.06. Separate ANOVAs on the tDCS effect were 
carried out for the PI and GI scenario pairs, respectively. For the PI pair, 
there was a significant interaction between tDCS type and implicature, F 
(1, 65) = 4.12, p = 0.046, ηp

2 = 0.06. Tests for simple effects showed that 
for the sham group, the RTs were longer in the PI condition (765 ± 49 
ms) than in the PIC condition (583 ± 40 ms; p < 0.001, ηp

2 = 0.41), while 
this effect was much larger for the anodal group (PI, 827 ± 48 ms vs. PIC, 
566 ± 40 ms; p < 0.001, ηp

2 = 0.59), suggesting that the anodal stimu
lation over right TPJ causally slowed down responses to the indirect 
replies with PI. For the GI pair, there was neither a main effect of tDCS 
type, nor an interaction between tDCS type and implicature (Fs < 1), 

indicating that the anodal brain stimulation over right TPJ could not 
affect GI comprehension. 

The same pattern of results was obtained in the cathodal experiment 
(Fig. 4B right panel). The ANOVA on RT showed a significant three-way 
interaction, F(1, 86) = 4.28, p = 0.042, ηp

2 = 0.05. Separate ANOVAs on 
the tDCS effect were carried out for the PI and GI scenario pairs. For the 
PI pair, there was a significant interaction between tDCS type and 
implicature, F(1, 86) = 4.97, p = 0.028, ηp

2 = 0.06. Tests for simple ef
fects showed that for the sham group, the RT was longer in the PI con
dition (690 ± 34 ms) than in the PIC condition (514 ± 27 ms; p < 0.001, 
ηp

2 = 0.33), and this effect was much larger for the cathodal group (PI, 
793 ± 33 ms vs. PIC, 534 ± 26 ms; p < 0.001, ηp

2 = 0.54), indicating that 
the cathodal stimulation over right TPJ causally showed down responses 
to the indirect replies with PI. For the GI pair, there was neither a main 
effect of tDCS type, nor an interaction between tDCS type and implica
ture (Fs < 1.5), indicating that the cathodal brain stimulation over right 
TPJ could not affect GI comprehension. 

To further explore the relationship between brain stimulation over 
right TPJ and behavioral performance on PI, we examined the indirect 
pathway from tDCS stimulation via ToM ability (the accuracy difference 
between false belief and control conditions) to PI comprehension. Re
sults showed that the association between brain stimulation over right 
TPJ and PI comprehension could be mediated by ToM ability, for both 
anodal (the indirect effect estimate ± SE = 22.97 ± 15.77, 95% CI =
[0.59, 65.25]) and cathodal (16.84 ± 13.19, 95% CI = [0.41, 57.03]) 
experiments (Fig. 4C). Similar analyses could not be conducted for GI 
comprehension, as the brain stimulation over right TPJ exhibited no 
effect on it. 

3.3. Discussion 

Previous studies have consistently showed that the brain stimulation 
over right TPJ could causally affect ToM processing (Leloup et al., 2016; 
Santiesteban et al., 2012; Sowden et al., 2015; Young et al., 2010). Here, 
to further clarify the functions of ToM network in PI and GI compre
hension by distinguishing its causal roles, we selected right TPJ region to 

Fig. 4. tDCS results for the ToM task (A) and the listening comprehension task (B). (C) The indirect pathway from the brain stimulation over right TPJ, via ToM 
ability, to PI comprehension. Error bars represent between-subject SEs. # p < 0.07, * p < 0.05, ** p < 0.01, *** p < 0.001, n.s. not significant. 
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deliver tDCS. 
First of all, results of the ToM task verified the validity of tDCS 

manipulation by showing that enhancing or disrupting right TPJ func
tions through tDCS did facilitate or hinder ToM-related inferential 
processes. More importantly, both anodal and cathodal stimulation 
causally engendered slower responses to the indirect replies with PI, and 
the individual’s ToM 
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not in GI comprehension, whether at the whole-brain level or within the 
co-activated dmPFC region. Secondly, the tDCS experiments revealed 
that the brain stimulation over right TPJ could causally affect PI 
comprehension through its impacts upon the ToM ability, but it does not 
affect GI comprehension. These findings consistently indicated that the 
cognitive processes underlying PI and GI generation are distinct, sup
porting the intuitive distinction between PI and GI by Grice (1975). 
Thus, these findings are compatible with the accounts of either Default 
Theory or Semantic Minimalism. Overall, the evidence from this study 
suggests that compared to Default Theory and Relevance Theory, Se
mantic Minimalism provides more felicitous theoretical description of 
the cognitive processes underlying PI and GI generation and the rela
tionship between these two types of implicatures. 

Considering that we used the verbal false belief task to investigate 
the neural representation associated with ToM processing in the fMRI 
experiment and to measure the individuals’ ToM ability in the tDCS 
experiments, one thing is noteworthy. In this ToM task, the false belief 
condition contains short discourses describing false beliefs, while the 
control condition contains discourses describing outdated photographs 
and maps (Dodell-Feder et al., 2011). Although this design roughly 
matched the domain-general inferences about outdated representations, 
the stimuli used in the target and the control conditions were not strictly 
matched in terms of linguistic variables. A recent study that matched 
some basic linguistic variables (such as length, sentence number, word 
frequency, and number of strokes per word) found that bilateral anterior 
superior temporal sulci and TPJ showed stronger activation in the false 
belief condition than the control condition from the beginning sentences 
of the stories, whereas the false-belief reasoning are supposed to occur 
only at the ending sentence of the false belief story (Lin et al., 2018). 
This finding indicates that these ToM-related brain activations may also 
reflect neurocognitive processes other than inferential processing, such 
as social concept retrieval. For the current study, analyses using both 
ToM map and language map from Neurosynth are free from the potential 
confounding between ToM and language processing in the ToM task. 
Moreover, we had reasons to believe that PI comprehension recruited 
ToM-like inference beyond social concept retrieval. First, in the current 
study, the contrast PI > PIC essentially revealed the full set of ToM 
network, instead of only regions linked to social concept retrieval. 
Second, dmPFC, which is unrelated to social concept retrieval, reflected 
a ToM neural pattern in understanding PI. 

Finally, the role of the cognitive/executive control system in impli
cature comprehension is a concern. The cognitive control system, typi
cally consisting of dmPFC, IFG, premotor cortex, and IPL, is considered 
to support adaptive behaviors, allowing individuals to deal with change 
and challenge. Previous studies indicated that the pragmatic difficulties 
following brain damage are due to domain-general cognitive/atten
tional control deficits (see Martin & McDonald, 2003). Thus, it is 
reasonable to predict that the cognitive control system plays a role in 
implicature comprehension. However, the current study did not provide 
strong evidence that the cognitive control system is directly engaged 
during either PI or GI generation. More specifically, the pattern simi
larity analysis with Neurosynth database did not reveal any significant 
correlation between PI/GI weight map and the prototypical brain pat
terns associated with “cognitive control” and “attention” (as shown in 
Fig. 2B). Nevertheless, we found that the ToM-related area (dmPFC) 
showed significantly stronger functional connectivity with the domain- 
general cognitive control network during PI comprehension, relative to 
GI comprehension. These findings suggest that the cognitive control 
system may be involved in implicature comprehension indirectly by 
regulating the dmPFC activity. 

5. Conclusion 

In this study, we identified both shared and distinct neurocognitive 
processes underlying PI and GI comprehension. By conducting both 
univariate analysis and MVPA of fMRI data, we demonstrate that PI and 

GI processing engage a shared language processing component, whereas 
the PI but not GI comprehension requires neurocognitive processes 
associated with ToM and intention inference. Moreover, the ROI-based 
fMRI MVPA and functional connectivity results suggest that the 
computational processes in dmPFC may rely more on knowledge of 
situational or social information during PI processing, relatively to GI 
processing. Furthermore, tDCS results provide causal evidence showing 
that both anodal and cathodal tDCS to right TPJ results in slower PI 
comprehension, but neither of them impacts GI comprehension. Our 
findings not only provide a deeper insight into the neurocognitive 
mechanisms of understanding conversational implicature, but also have 
broader implications for reviewing linguistic distinctions between PI 
and GI 
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