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1987). In this chapter, I discuss current notions, findings, 
and the new questions that have emerged.

I first introduce the consensus framework under lying 
the brain basis of object knowledge repre sen ta tion, 
which incorporates a domain dimension, focusing on 
the ventral visual pathway (ventral occipitotemporal cor
tex, or VOTC); I then discuss how recent empirical pat
terns pose new challenges for the existing theories. I go 
on to pre sent a theoretical analy sis of the effect of an 
impor tant domain difference— that is, the manner in 
which sensory systems map onto the corresponding 
response systems, on local computations for dif fer ent 
domains, and then describe the outstanding questions.

Canonical View of Object Knowledge Repre sen ta
tions and the Effects of Object Domains

De cades of neuroimaging studies have consistently 
localized object knowledge repre sen ta tions to widely 
distributed brain regions across the temporal, frontal, 
and parietal cortices ( Binder, Desai, Graves, & Conant, 
2009; Mahon & Caramazza, 2011; Martin, 2007). The 
activations in regions that loosely belong to the senso
rimotor cortices are commonly interpreted as repre
senting attributes of corresponding modalities (e.g., 
form, color, motion, sound, action, and emotion; Lam
bon Ralph, Jefferies, Patterson, & Rogers, 2017; Martin, 
2016). In this distributed representation framework of 
object concepts, within each modality, brain subclus
ters showing a varying degree of sensitivity to objects of 
dif fer ent domains have been consistently reported. 
The higher order visual cortex includes clusters that 
show dif fer ent preferences for pictures of dif fer ent 
domains, with a broad animate/inanimate distinction 
(Chao, Haxby, & Martin, 1999; Grill Spector & Weiner, 
2014; Kanwisher, 2010; Konkle & Caramazza, 2013). In 
the auditory cortex, clusters have been found that are 
differentially sensitive to the sounds of  people (voices 
and speech), man made sounds, and natu ral sounds 
(Brefczynski Lewis & Lewis, 2017). For the action sys
tem (prefrontal, inferior frontal, and inferior parietal 
regions), stronger activation is elicited by small manip
ulable objects (Lewis, 2006; Martin, Wiggs, Unger
leider, & Haxby, 1996).  These domain preferring nodes 
distributed in dif fer ent modality specific pro cessing 

abstract Domain effects have been studied extensively for 
object perceptual and conceptual pro cesses. De 
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Is this region activated by certain visual features associated with 
large objects and places? The answer is yes. The lower- level 
visual properties that have been shown to associate with 
PPA activation include rectilinear shape (Nasr, Echavar-
ria, & Tootell, 2014), peripheral vision (Levy et
al., 2001), 
and large real- world size (Konkle & Oliva, 2012). Scram-
bled images of  houses, presumably keeping only the low- 
level visual features and blocking other domain- relevant 
information that depends on recognition, elicit response 
patterns similar to  those of normal  house pictures, with 
stronger activation in the medFG/PHG areas (Coggan, 
Liu, Baker, & Andrews, 2016).

Is this region activated by nonvisual stimuli of the corresponding 
domain and in congenitally blind individuals? The answer 
is also yes. Compared with vari ous control conditions, 
this area was more strongly activated when the subjects 
haptically explored Lego scenes; listened to sounds asso-
ciated with landmarks, such as the ringing of a church 
bell; or made semantic judgments on visually presented 
names of famous sites (“Was the Colosseum constructed 
before 500 AD?”) or size judgments on the auditory 
names of large nonmanipulable objects (e.g., Adam & 
Noppeney, 2010; Fairhall & Caramazza, 2013; He et
al., 
2013; Wolbers, Klatzky, Loomis, Wutte, & Giudice, 2011). 
In congenitally blind individuals, this region was also 
more strongly activated when they explored Lego scenes 
relative to Lego abstract objects (Wolbers et
al., 2011) and 
when they performed size judgment tasks on auditory 
words of large nonmanipulable objects compared with 
tools and animals (He et
al., 2013).

Brain connectivity pattern Currently, two major types of 
brain connections are mea sured noninvasively: white 
 matter structural connectivity, using diffusion tensor 
imaging (DTI; Le Bihan et
al., 2001), and resting- state 
functional connectivity (rsFC), which is mea sured by the 
degree of synchronization (correlation of the activity 
time course) at rest using functional imaging (Friston, 
Frith, Liddle, & Frackowiak, 1993; Smith, 2012). The PPA 
was found to be functionally connected with regions 
encompassing other scene/large object- sensitive clusters, 
including the retrosplenial cortex (RSC) and the trans -
verse occipital sulcus (TOS; He et
al., 2013). Testing the 
relationship between the connectivity pattern and 
domain- preference functional responses, Saygin et
 al. 
(2012) showed that a fusiform voxel’s domain preference 
(scenes relative to  faces) could be predicted from its 
structural connectivity patterns with the rest of the brain. 
Visual experience has minimal influence on the rsFC 

streams are linked together by brain connections to 
form domain - specific networks.

Object Domain Distributions in the Ventral Visual 
Pathway: Nodal Repre sen ta tions and Connection 
Structures

Domain organ ization has been most extensively stud-
ied in the VOTC. From the ventral medial to the lat -
eral occipitotemporal cortex, gradients of three 
clusters showing stronger sensitivity to pictures of 
three domains of objects have been consistently 
obtained: the medial- anterior fusiform gyrus/para -
hippocampal gyrus (medFG/PHG, or the parahippo -
campal place area, PPA; Epstein & Kanwisher, 1998), 
which prefers places and large objects; the lateral- 
posterior fusiform gyrus (latFG; Chao, Haxby, & Mar-
tin, 1999), which prefers animals; and the lateral 
occipitotemporal cortex (LOTC; Bracci, Cavina - 
Pratesi, Ietswaart, Caramazza, & Peelen, 2012), which 
prefers tools (figure
66.1; e.g., Konkle & Caramazza, 
2013; see reviews in Bi, Wang, & Caramazza, 2016; 
Bracci, Ritchie, & de Beeck, 2017; Grill- Spector & 
Weiner, 2014; Peelen & Downing, 2017).

The nature of the domain differences in  these 
regions has been at the heart of discussions about 
higher - order visual cortex and knowledge repre sen ta-
tion. The following types of (nonmutually exclusive) 
hypotheses regarding  these differences have been 
entertained: (1) They compute certain bottom -up 
visual properties that are correlated with or diagnos-
tic of dif  fer ent domains (e.g., Hasson, Levy, Beh-
rmann, Hendler, & Malach, 2002; Levy, Hasson, 
Avidan, Hendler, & Malach, 2001; Nasr, Echavarria, & 
Tootell, 2014; Srihasam, Vincent, & Livingstone, 
2014), (2) they are multimodal or amodal (abstract 
conceptual) domain - specific repre sen ta tions (e.g., 
Ricciardi, Bonino, Pellegrini, & Pietrini, 2013), and 
(3) they are driven by the innate brain connections 
that connect modality- specific repre sen ta tions across 
dif  fer ent systems for pro cessing a given domain 
(Mahon & Caramazza, 2011). I  will brief ly review the 
following evidence relating to  these three notions: 
 whether certain low- level visual features that tend to 
associate with certain object domains activate  these 
clusters in the absence of object- domain knowledge; 
 whether nonvisual stimuli of the corresponding object 
domains, even in the case of total visual deprivation 
(congenitally blind individuals), activate  these clus-
ters; and  whether they are connected with dif fer ent 
brain regions in other sensory/motor systems. The 
overall findings are summarized in  table
 66.1 and 
figure
66.1.
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2017). Training novel objects to be used as tools results in 
stronger activation  here than pretraining, although the 
visual properties remain identical before and  after train -
ing (Weisberg, van Turrennout, & Martin, 2007).

Is this region activated by nonvisual stimuli of the correspond-
ing domain and in congenitally blind individuals? The 
LOTC’s selectivity to tools has been reported when sub-
jects made judgments about or generated names for 
object sounds, such as the sound of sawing wood (Doeh-
rmann, Naumer, Volz, Kaiser, & Altmann, 2008; Lewis, 
Brefczynski, Phinney, Janik, & DeYoe, 2005; Tranel, 
Grabowski, Lyon, & Damasio, 2005), or written or spoken 
tool names (the word saw; e.g., Noppeney, Price, Penny, & 
Friston, 2006; Peelen et
al., 2013). For congenitally blind 
individuals, LOTC’s selectivity to tools was reported 
when the participants performed object- size judgment 
tasks according to the auditory names of tools compared 

pattern, the structural connectivity pattern, or the rela -
tionship between the structural connectivity pattern and 
the functional preference for large objects in this area 
(Wang et
al., 2015, 2017). Fi nally, the properties of the 
long- range structural connections of the PPA are associ-
ated with visual recognition per for  mances of places and 
large objects (Gomez et
al., 2015; Li et
al., 2018).

P�������� �� S ��� M���������� O�Ÿ���� ( T����) 
�� ��� L ������ O��������� ����� C����¢
Is this region activated by certain visual features associated with 
tools? The presence of an elongated shape seems suffi-
cient to activate the LOTC (Chen, Snow, Culham, & 
Goodale, 2017). However, having more elongation fea-
tures is not necessary to induce preferential activity in 
this region. It is also activated by items with a very distinct 
visual shape, such as hands (Bracci et
al., 2012; Bracci & 
Peelen, 2013; Striem- Amit, Vannuscorps, & Caramazza, 

	�����
��.�  The functionality and connectivity pattern of 
the VOTC domain- preferring clusters. A, Visual experiments: 
the three domain - preferring clusters in VOTC that associate 
with viewing pictures of large objects, small manipulable 
objects, and animals. Adapted from Konkle and Caramazza 
(2013). B, Nonvisual experiments: The two artifact clusters in 
(A) show consistent domain effects in nonvisual experiments, 
whereas the animal cluster tended not to show preference to 

animals when the stimuli  were nonvisual. The color dots on the 
brain map correspond to the studies summarized in Bi et
al. 
(2016,  table
1), with dif  fer ent colors indicating dif  fer ent types 
of nonvisual input. Pie charts show the number of studies in 
which nonvisual domain effects  were observed (red) or absent 
(blue). C, The resting- state functional connectivity patterns that 
associate with the three domain- preferring clusters. Adapted 
from Konkle and Caramazza (2017). (See color plate 79.)

Miss Spicy
附注
“Miss Spicy”设置的“Unmarked”
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listen to animal sounds (e.g., a barking sound) or names 
(e.g., the word dog) relative to nonanimal sounds or 
words (e.g., a church bell or the word church). In con -
genitally blind participants, listening to animal names 
does not activate this region more strongly than other 
objects (He et
al., 2013; Wang et
al., 2015).

Brain connectivity pattern In sighted individuals, this 
region is intrinsically functionally connected with the 
bilateral occipital and posterior ventral temporal cor -
tex, the superior temporal sulcus, and the somatosen-
sory and motor cortex (Konkle & Caramazza, 2017). 
Visual deprivation has a significant impact on the rsFC 
pattern of this region; in the congenitally blind, it is 
additionally connected with the primary and second-
ary auditory, the bilateral superior parietal, and the 
inferior frontal regions (Wang et
al., 2015).

S������ ��� C ��������� A��������� •���   
C������ T �������
In the first section, I presented three (non–  mutually 
exclusive) notions: the bottom-up visual property 
account, the amodal domain- specific property account, 
and the connectivity- constraint account. Each notion is 
consistent with some of the results reviewed above (see 
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manipulation information, it can happen at a visual 
form ele ment level for which corresponding units in the 
motor system also exist (figure
 66.2, midlevel), rather 
than wait  until the object - specific form and manipula-
tion repre  sen ta tions, on which mapping can of course 
also happen based on stored (conceptual) knowledge 
(figure
66.2, object- specific level). For mapping to the 
spatial navigation response system, certain shape (e.g., 
chunky, rectilinear) properties may associate with prop-
erties such as “being stable,” indicating potential naviga-
tion landmarks, and trigger specific navigation actions 
such as  going around or stepping over. Such crossmodal 
mapping on  these midlevel form ele ments makes them 
multimodal. For animals, however, the type of response 
(fight or flight) is not associated with specific form fea-
tures. Being big or small, round or long does not neces-
sarily indicate  whether an animal is dangerous or not. 
Thus, the translation from the visual form information 
associated with animals to the fight/flight response sys-
tem does not appear to operate on the same (midlevel) 
ele ment level as artifacts or through similar mapping 
mechanisms. The level upon which it operates is 
unknown—it could be at  earlier specific visual detector 
levels (see below) and/or at  later stages (e.g., whole- 
object [conceptual knowledge] level associations or com-
binations of multiple types of visual cues, such as shape/
motion/color). As a result, in common midlevel “form” 
ele ments, the information content could be multimodal 
for  those associated with large objects and small, manip-
ulable objects but not with animate  things.

This proposal does not add additional assumptions 
to the overall framework of object repre sen ta tion. It 
simply considers the nature of dif fer ent types of object 
information and the corresponding crossmodality rela -
tionships for major object domains in greater depth. By 
attributing the VOTC domain effects to the midlevel 
visual (form) system, this proposal also readily explains 
why certain low- level visual features might be sufficient 
to activate  these clusters.

Outstanding Questions

This updated proposal highlights the influence of the 
mapping princi  ples between sensory and response sys-
tems in shaping the repre sen ta tion properties in each 
system. It frames a line of questions to be tested: (1) 
What is the information content at  these domain- 
preferring regions? Does the “multimodal” domain 
effect indeed reflect the same types of form repre sen ta-
tion? (2) The updated proposal argues that the mapping 
between dif fer ent object properties may happen on mul-
tiple levels and depend on the relationships between the 
two types of information. What are the mechanisms of 

general notion that connection determines function 
(Passingham, Stephan, & Kötter, 2002).

None of the accounts, in their current forms, explains 
the intriguing differences in the input modality effects 
across domains. When objects are presented in nonvisual 
modalities, such as haptic or sound, large objects still 
activate the medFG/PHG and tools LOTC while the 
latFG no longer has domain preference for animals. Why 
would hearing the sound of a church bell and the sound 
of sawing, or hearing the words church and saw, preferen-
tially activate the two artifact VOTC regions but hearing 
the barking sound or the word dog does not activate the 
latFG? Does this mean that the nature of repre sen ta tion 
(format and content) of  these three domain- preferring 
clusters differs, with the animal cluster being more 
“visual” (representing properties of animals that are pri-
marily sensed through the visual modality), whereas 
other parts of the VOTC actually represent nonvisual 
properties (Peelen & Downing, 2017)? If yes, why are 
 there such differences across domains?

Updated Proposal: Further Considerations  
of Stimulus- Response Mapping

A pos si ble solution for the current empirical package is 
offered in Bi, Wang, and Caramazza (2016). The central 
points are that (1) the brain is wired to efficiently map 
sensory information to response systems that are opti-
mal for survival; (2) the mechanism of mapping is tightly 
related to the nature of each information system being 
mapped; (3) dif  fer ent object domains entail mapping 
sensory information with dif  fer ent types of response sys-
tems, and thus the mechanisms of mapping may differ; 
and (4) the repre  sen ta tions that map across systems are 
more readily accessed from multiple modalities.

 Humans engage in dif fer ent types of responses to dif-
fer ent object domains. A typical response to a large, sta-
ble object is to go around it (useful for navigation), a 
response to a tool is to manipulate it in a certain way for 
a specific function, a response to an animal is to fight or 
take flight, and a response to other  humans would pri-
marily be social. That is, for dif fer ent object domains, 
the visual information is primarily mapped onto dif  fer-
ent nonvisual response systems (figure
 66.2; see also 
figure
 1
 in Peelen & Downing, 2017).  These dif fer ent 
target systems may have dif fer ent types of relationships 
with the visual system. For instance, the correspondence 
between manipulation and physical form, such as shape 
and size, which can be computed through the visual sys-
tem, may be relatively transparent. Object parts made by 
 humans are of certain shapes and sizes to be manipu-
lated in certain ways using effectors (e.g., elongation for 
grasping). When mapping visual information onto 
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detection and triggering specific stimulus- response 
mappings might be good candidates for the effective 
functional units.

Conclusions

For a long time, the field of object pro  cessing has aimed 
to determine  whether domain differences originate 
from bottom -up effects or innate domain- specific cir-
cuits.  These discussions have led to a more detailed 
understanding and new questions about the function-
alities and connectivity patterns of a range of cortical 
regions, especially the higher- level visual cortex. I wish 
to highlight a further dimension: the nature of the 
interface between dif fer ent systems.  After all, how the 
brain parses the physical world is driven by the need for 

 these mappings (see recent analyses of binding through 
connection patterns and/or region pattern interactions; 
Anzellotti & Coutanche, 2018; Fang et
 al., 2018)? (3) 
How early is the “domain” influence? Studies of domain 
repre sen ta tion have focused on the cortical sites where 
the domain difference is most vis i ble, such as the so- 
called higher- order cortex. Recent neurophysiological 
evidence from nonhuman primates has discovered neu-
rons in the primary visual and motor systems that are 
tuned to features much more complex than previously 
thought, such as  those selective to predators (e.g., snakes) 
in the pulvinar (Le et
al., 2013), curvatures in V1 (Tang 
et
al., 2018), and complex actions in the primary motor 
cortex (Graziano, 2016). While the complex feature 
space for objects is large and undetermined (Kourtzi & 
Connor, 2011),  those that are optimized for domain 
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