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1. Introduction

Object recognition is a multisensory process that involves

different types of neural representation, with modality-

specific sensory signals merging into a coherent object rep-

resentation. For example, we can recognize a cup by seeing it,

touching it, hearing someone tap on it, or listening to someone

describe it with words. How these different sensory inputs

merge into a supramodal object representation, and what the

nature of such potentially supramodal representation is,

remain to be fully understood.

Shape is a classic example of a presumed supramodal

representation. It could be acquired and accessed by vision,

touch, and language description, and there is rich evidence in

the literature suggesting at least some shared cognitive and

neural representations across these input modalities. For

people with typical sight development who can perceive ob-

ject shape with vision and touch simultaneously, the

perceptual similarity space input from these two modalities

was found highly correlated behaviorally, indicating a good

alignment between them (Erdogan et al., 2015; Lee Masson

et al., 2016). Neuroimaging studies supported this alignment

by showing that both visual and haptic input of objects acti-

vated a common brain area in the lateral occipital cortex

(LOC), the neural representation similarity space of vision and

touch was correlated with the behavioral similarity space

(Amedi et al., 2001, 2002; Erdogan et al., 2016; LeeMasson et al.,

2016; Stilla & Sathian, 2008), and the neural representation

could decode cross-modally (Erdogan et al., 2016; Tian et al.,

2023). While such visual-tactile overlap observed in sighted

individuals could be attributed to imagery, compelling evi-

dence has also been obtained with congenitally blind in-

dividuals. Behavioral and neuroimaging studies showed that,

without visual experience, blind people's behavioral patterns

in terms of shape similarity ratings and sorting tasks were

highly similar to those of the sighted people (Kim et al., 2019;

Peelen et al., 2014). Such behavioral similarity was also sup-

ported by a similar neural basis. Visual ventral cortex shows

similar activation profiles in sighted and congenitally blind

individuals (e.g., Mahon et al., 2009; Pietrini et al., 2004). The

LOC could be activated by touching or hearing visual-to-

auditory sensory substitution soundscapes in both sighted

and blind subjects (Amedi et al., 2007, 2010), the representa-

tion space in this area in the blind subjects showed a corre-

lated structure with that of the pictorial form in the sighted

subjects (Handjaras et al., 2016; Handjaras et al., 2017), and the

neural representational similarity pattern was significantly

correlated with the behavioral shape similarity ratings in both

groups (Peelen et al., 2014; Xu et al., 2023). Finally, language

experience also contributes to object property learning (Bi,

2021; Wang et al., 2020), and shape knowledge could be con-

structed at least partly based on language descriptions (see

discussions in Kim et al., 2019).

Although these lines of evidence converge on a supramodal

shape representation across visual, tactile, and language ex-

periences, the evidence is predominantly based on (dis)simi-

larity structures (e.g., a paintbrush ismore similar in shape to a

razor than to a pair of scissors), which may well result from

different individual shape representations. Even similar
representations that allow for cross-modal decoding might

have different tuning properties (Breedlove et al., 2020; Favila

et al., 2022). We do not know from the existing evidence

whether there are any differences in how the congenitally

blind,without vision, represent the shapeof a cup compared to

sighted people. In fact, past researchhas implicated a complex

interaction among object properties (object identity vs shape),

domain (animate vs artifacts), and information modality (vi-

sual vs nonvisual; sighted vs blind). Modality independence

tended to be observed when shape information was accessed

explicitly (input or output), for items where shape properties

match with nonvisual properties more directly (e.g., when

object sound conveys shape information in cases of sensory

substitutional mapping or emotional expressions with sys-

tematic facial shape correspondences), relative to when object

identity was accessed and/or when object shape properties do
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sighted participants in explicit object shape production ex-

periments. We chose three domains of objects with which

both groups were highly familiar but had different degrees of

tactile experiences: tools (high), large nonmanipulable objects

(medium), and animals (low). Three shape knowledge pro-

duction behavioral experiments were conducted on these

objects: object feature verbal generation (a language task), clay

modelling with Play-Doh (3D shape representation), and

drawing (2D shape representation). The clay modelling

experiment (Exp 2) is the most transparent one and would be

considered as the main experiment, with the verbal feature

task replicating and extending the literature and drawing task

exploring the 2D transformation of the object shape in the two

populations. We tested potential group differences in two

aspects: the general quality of their shape knowledge pro-

duction (How good is each response?) and the inter-subject

consistency (How variable is each response with that of the

other participants?). Specific measures for these two aspects

are chosen based on the feasibility and optimality for each

experiment.
2. Experiment 1: Verbal feature generation

2.1. Methods

2.1.1. Participants
Thirteen early blind people (age: mean ± SD ¼ 38 ± 12; years of

education: mean ± SD ¼ 11 ± 3; four females) and 15 sighted

people (age: mean ± SD ¼ 44 ± 10; years of education:

mean± SD¼ 12 ± 3; seven females) whowerematched to each

other in age [t(26) ¼ 1.55, p ¼ .13] and years of education

[t(26)¼ .93; p¼ .36] participated in the verbal feature generation

task. The sample sizewas determined basedon the availability

of early blind individuals. All blind participants in the three

experiments reported that they were born blind (see Table S1

for detailed characteristics), although we could not verify the

exact time of their blindness onset due to the lack of their

medical records. None reported any memory of being able to

see and identify shapes visually. All sighted participants had

normal or corrected-to-normal vision. All participants were

native Mandarin Chinese speakers. None had any history of

psychiatric or neurological disorders or suffered from head

injuries. All participants provided informed consent and

received monetary compensation for their participation.

2.1.2. Materials
The stimuli included 3 domains of 10 objects each, including

tools (such as fan/hammer/key), large nonmanipulable ob-

jects (such as bed/couch/bus), and animals (such as cat/lizard/

hairtail). The familiarity of the stimuli was rated on a 7-point

scale by the same group of participants (except two sighted

participants) and was equally high to the blind and sighted

groups in every domain (tools: means ± SD ¼ 6.55 ± .31 and

6.45 ± .45, p ¼ 1; large objects: means ± SD ¼ 6.24 ± .62 and

6.49 ± .36, p ¼ .84; animals: means ± SD ¼ 4.88 ± 1.06 and

5.15 ± 1.00, p ¼ 1), although the animals were generally less

familiar than the tools and large objects (ps< 2.02� 10�7). Note

that in the actual experiment we included additional cate-

gories (e.g., celebrity, cloth, face part, flower, food, fruit and
vegetable, musical instrument, vehicle) for another purpose

and are not described here.

2.1.3. Procedure
The experiment was conducted in the laboratory or in the

subjects' homes according to their preference. During each

trial, the subjects listened to the name of an item and were

asked to say the first three features they associated with this

item. These features could be what the item looks like, what

sound it makes, how it feels to touch, what smell or taste it

has, how to use it, what it is used for, what connections it has

with other things, or other unique features of this item. All

responses were recorded and input to a sheet.

2.1.4. Analysis
We adopted two approaches to quantify the generated fea-

tures data (see Fig. 1A): (1) Manually coding. We categorized

the generated features according to the degree to which they

are related to modality-specific properties (see Fig. S1). We

further grouped them into three broad feature types for ana-

lyses given the interest of the visual absence effect: “visual-

only” (color and surface texture), “multimodal” (i.e., possibly

acquired by either vision or nonvisual modalities e shape,

size, and motion), and “others” to which the two subject

groups have similar manners of access (properties related to

nonvisual sensory modalities, such as gustatory, olfactory,

auditory; encyclopedic knowledge). For example, for the fea-

tures generated for crow, we coded “their fur is black” as

visual-only, “a kind of bird” as encyclopedic, and “it flies” as

multimodal (See Table S5 for more examples; https://osf.io/

59wkf/ for the complete list). We counted the number of

different types of features, converted the numbers to pro-

portions, and performed a three-way

(domain � group � feature type) repeated-measures ANOVA

to test whether the absence of visual experience affected the

predominance of retrieval across different feature types. (2)

Implicit shape representation extraction using text analysis.

We identified the nearest 50 words to the word “shape” in

Chinese by calculating the cosine distance of the word vectors

extracted by a pre-trained fastText embedding model (Joulin

et al., 2016; Word vectors for 157 languages $ fastText). We

manually deleted the nonsense words and adjusted the

wrongly segmented words, resulting in 25 shape-related

words as key shape dimensions. Next, we used a pre-trained

Bert model for Chinese (Devlin et al., 2018; bert-base-chinese

$ Hugging Face) to transform the generated features into

sentence-level embedding vectors and calculated the cosine

distance between each feature and each shape-related word.

To test whether the features generated by the two groups

implicated different shape association patterns and whether

the difference varied between different domains, we per-

formed group � domain repeated-measures ANOVA on the

distances. To test the agreement within and across the two

groups, we also averaged the distances along the shape di-

mensions for each item each subject, and calculated pairwise

inter-subject (1 e correlation). One sighted participant's mean

distance from the others in the large object condition excee-

ded the group mean distance by 3 standard deviations, their

data were considered outliers and were excluded from the

analyses. Repeated-measures ANOVA and pairwise t-tests

https://osf.io/59wkf/
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Fig. 1 e Schematic diagrams of the experimental procedures and measurements. (A) Verbal feature generation experiment

(Experiment 1): The subjects were instructed to report 3 critical features for each orally presented item from 3 domains

(tools, large nonmanipulable objects, and animals). The generated features were coded as “visual-only”, “multimodal”, and

“others” types and analyzed by group £ feature type £ domain repeated-measures ANOVA. The features were also

converted to embedding vectors and represented by the patterns of their distances to 25 shape-related words. Inter-subject

alignment analyses were done on these representations. (B) Clay modelling experiment (Experiment 2): The subjects

(blindfolded if sighted) shaped a 448-gram Hasbro Play-Doh into the object named by the experimenter. The models were

then scanned by a 3D scanner. An independent group of sighted raters judged the goodness of the models by naming and

resemblance rating. A graphics computation method calculated inter-subject similarities of the models. The geometric

parameters of tool models were manually measured. Formulas 1 and 2 were used for scale alignment. Formula 3 was used

to calculate cosine similarity of histogram of oriented gradients of the projected images (Dalal et al., 2005). (C) Drawing

experiment (Experiment 3): The subjects (blindfolded if sighted) drew the object using a raised-line drawing kit. The
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were performed to compare the within-group and between-

group disagreement. All multiple comparisons tests in the

analyses were adjusted with the Bonferroni method, unless

stated explicitly. All statistical analyses were conducted using

rstatix package (Kassambara, 2021) in R (R Core Team, 2019).

Considering that the data did not strictly follow the normal

distribution, we also performed permutation-based (5000

permutations) ANOVA and t-tests using permuco (Frossard &

Renaud, 2021) and RVAideMemoire packages (Herv�e, 2020)

respectively, to validate the parametric statistical results. We

further visualized the shape representation space using the

inter-subject � inter-item dissimilarity data which were

averaged across all within-group and between-group subject

pairs to obtain a 20 � 20 group-item dissimilarity matrix for

each domain. We performed a multi-dimensional scaling

analysis (MDS) using a 2-dimensional ratio MDS model with

the SMACOF package (de Leeuw, 2016) which uses a stress

majorization algorithm, and we visualized the results using

the factoextra package (Kassambara, 2016) implemented in R.

2.2. Results

We adopted a widely used verbal feature generation experi-

ment to examine the effects of visual absence on verbal

feature production of objects. We first evaluated the distri-

bution of feature types by manually labeling features into

different sensory types: visual-only, multimodal, and others

(see Fig. S1 for the detailed distributions of feature types). Note

that we performed both parametric and nonparametric (per-

mutation-based) testing for the ANOVA and t-test below given

that not all data distributions were normal. The results were

highly convergent. We present the parametric statistical fig-

ures in the main text and nonparametric ones in the

Supplementary materials.

A group � feature type � domain repeated-measures

ANOVA (see Table S2A for both the parametric and

permutation-based results) showed a trend of significant

interaction between group and feature type [F(2, 52) ¼ 2.74,

p ¼ .07] in that the blind group generated more multimodal

features (p ¼ .03) than the sighted group, while they did not

differ on the other two types (ps > .09), or on the more fine-

grained feature categories (ps > .42; Fig. S1). The interaction

was not modulated by different domains [F(4, 104) ¼ 1.25,

p ¼ .30]. The interaction of domain and feature type was sig-

nificant [F(4, 104) ¼ 4.11, p ¼ .004]. Simple main effect analyses

showed that significant domain effect only existed in the

visual-only features (p ¼ 9.45 � 10�7) with animals having

more visual-only features than large objects and tools

(ps < .002), and tools having slightly more visual-only features

than large objects (p ¼ .05). This result agrees with the object

domain �modality interaction pattern that is well recognized

and discussed in the literature (e.g., Bi et al., 2016; Mahon &

Caramazza, 2009, 2011).

The primary focus is object shape representation. We did

not ask the subjects to generate shape features explicitly given

the poverty of shape terms in general. Instead, we analyzed

the implicit shape representations potentially embedded in

the features they generated. Given the widely associative na-

ture of language descriptions (Grand et al., 2022), we used a

large text analysis approach to explore the patterns in which
the verbal features associate with shape features. We ach-

ieved 25 words that are most related to shape from a pre-

trained fastText embedding model. We computed the cosine

distance between each created feature and each of the 25

shape words as the shape-dimensional-vector representation

(see Methods). A two-way repeated-measures ANOVA (see

Fig. 2A and Table S2B) showed a main effect of domain [F(2,

52) ¼ 31.50, p ¼ 1.09 � 10�9] with the features of tools being

nearer to shape features than those of animals and large ob-

jects (ps < 3.00 � 10�182) which did not differ with each other

(p ¼ .44). This is in agreement with the findings and discus-

sions about the close relation between tool use and shape

property (Chen et al., 2017; Fabbri et al., 2016; Wang et al.,

2018). There was also a main effect of blindness [F(1,

26) ¼ 6.53, p ¼ .02], with the features generated by the blind

people being less strongly linguistically associated with shape

features than those by the sighted group. The interaction be-

tween domain and group was not significant [F(2, 52) ¼ 1.13,

p ¼ .33]. These findings suggest the sensitivity of such text-

analysis-based shape representation extraction, although

the nature of the representation is not transparent.

To test whether the absence of visual experience affects

individual shape knowledge idiosyncrasy, we calculated the

inter-subject dissimilarity (i.e., 1 e correlation) of the mean

feature patterns along the 25 shape dimensions for each item

(see Fig. 2B and Table S2C). The data from one sighted subject

were excluded because their mean distance from the other

subjects was more than the group mean by 3 standard de-

viations in the large object condition. The main effect of

domain was significant [F(2, 696) ¼ 102.65, p ¼ 8.61 � 10�40], the

main effect of groupwas not [F(2, 348)¼ 1.65, p¼ .19]. Therewas

a significant interaction between group and domain [F(4,

696) ¼ 6.69, p ¼ 2.76 � 10�5]. Simple main effect analysis

revealed that for tools and large objects the effects of group

were significant (ps < .02). For tools, the within-group agree-

ment in the blind was higher than both in the sighted group

and the between-group (ps < .0006). For large objects, the

within-sighted group agreement was the highest (ps < .02).

Finally, we visualized the shape-dimensional-vector rep-

resentation space by performing a multi-dimensional scaling

analysis (MDS) on the inter-subject � inter-item dissimilarity

data (a 20� 20 group-itemmean dissimilaritymatrix) for each

domain. As shown in Fig. 2C, although it was not transparent

what the two dimensions reflected, it was visible that the

blind and sighted groups tended to cluster into different

spaces with the blind tending to have a systematic shift.
3. Experiment 2: Clay modelling

3.1. Methods

3.1.1. Participants
Twelve blind people (age: mean ± SD ¼ 45 ± 13; years of edu-

cation: mean ± SD ¼ 11 ± 4; four females) and 15 sighted

people (age: mean ± SD ¼ 51 ± 7; years of education:

mean ± SD ¼ 9 ± 2; nine females) participated in the clay

modelling experiment. Theywerematched in age and years of

education (ps > .1). Ten blind subjects and five sighted ones

from Experiment 1 also participated in this experiment.

https://doi.org/10.1016/j.cortex.2024.02.016
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Fig. 2 e Results of the verbal feature generation experiment. (A) Average cosine distance of verbal features to shape-related

words. (B) Inter-subject alignment calculated by pairwise (1 e correlation) of mean shape-dimensional-vector

representations. Upper panel: Mean heatmaps of inter-subject dissimilarity within and between blind and sighted groups.

Red: more similar; blue: less similar. Lower panel: Bar plot of inter-subject dissimilarity by group. Error bars: standard error

of the mean (SEM) across subject pairs. *p < .05, **p < .01, ***p < .001, Bonferroni-corrected. (C) Multi-dimensional scaling of

the mean shape spaces of the shape-dimensional-vector representations.

c o r t e x 1 7 4 ( 2 0 2 4 ) 2 4 1e2 5 5246
3.1.2. Materials
We selected the stimuli from the three domains: tools, large

nonmanipulable objects, and animals. Each domain con-

tained 8 items (see Fig. S2 for the items). They were equally

familiar to the blind and sighted groups, as indicated by their

1e7 ratings (tools: means± SD¼ 6.36 ± .30 and 6.36 ± .44, p¼ 1;

large objects: means ± SD ¼ 6.19 ± .72 and 6.19 ± .88, p ¼ 1;

animals: means ± SD ¼ 5.20 ± .57 and 5.70 ± .28, p ¼ .15).

Consistent with Experiment 1, animals were less familiar to

the subjects than large objects and tools (ps < .002).
3.1.3. Procedure
The experiment took place in the laboratory for all subjects.

The experimenter orally presented each item to the subjects,

who then tried to shape it with a 448-gram Hasbro Play-Doh,

adjusting the amount of material as needed. The subjects

could take asmuch time as they needed until they thought the

model was recognizable or decided to quit. The sighted group

were blind-folded during the experiment. After the subjects

finished shaping, each model was scanned with a 3D scanner

(Wiiboox Reeyee; see Fig. 1B).

https://doi.org/10.1016/j.cortex.2024.02.016
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3.1.4. Analysis
We measured the goodness of the models generated by the

subjects using a subjective evaluation method. We recruited

an independent sighted group of 31 raters (age:

mean ± SD¼ 22 ± 3; 29 females) and separated them into three

subgroups to evaluate three subsets of the models respec-

tively. Within each subset the models made by the blind and

the sighted were interleaved, with two common subjects'
models appearing among every subset to calculate the con-

sistency between raters. The models were transformed to GIF

images, where they kept rotating at a constant gentle speed

(see examples in Fig. S2). They were presented randomly one

by one on the screen. One evaluation was to see if the model

was intelligible by asking the raters to type the name of the

object or “unknown” if they could not recognize it. Another

evaluationwas to rate how similar themodel was to the target

object on a 7-point Likert scale. The intraclass correlation (ICC)

between the three averaged group ratings was high (ICC ¼ .93,

95% CI: .83e.96), indicating excellent reliability (Koo & Li,

2016), thus the rating scores for each item were averaged

across raters for further statistical analyses.

To measure how similar themodels generated by the blind

were to those by the sighted, we used a computer graphics

approach to measure the (dis)agreement within and across

subject groups for the models (The computation code is

available at https://osf.io/59wkf/). We performed images

alignment for the original scanned 3D images (i.e., stl files). In

the step of pose alignment, we achieved the main axis (v)

using principal component analysis (Chaouch & Verroust-

Blondet, 2009; Liu et al., 2010; Paquet et al., 2000; Vrani�c

et al., 2001), and rotate v to z-axis, then aligned x or y in the

same way. The step of scale alignment is to normalize by the

maximum value of the difference of the x, y, z coordinate

components of all points (see Fig. 1B, formula 1 and 2). Next,

we projected the models from six viewpoints: up, down, left,

right, front, and back, and calculated the similarity of the

projected images at each angle, which was achieved by

calculating the cosine similarity (Fig. 1B, formula 3) between

the features of histogram of oriented gradient of the images

(Dalal et al., 2005). Considering the possibility that twomodels

may be oriented differently in a certain angle (for example,

one model's upmay correspond to another model's down), we

calculated the pairwise similarity of two models for each pair

of opposite angles (upedown, lefteright, fronteback).We then

took the maximum similarity value for each pair of angles,

and averaged these three values to obtain the overall simi-

larity of two models, which was transformed to dissimilarity

by subtracting it from 1. To evaluate the validity of this

computational measure, we compared such results with

sampled rating results: 1) We sampled pairs with different

ranges of computed similarity (10 pairs with high similarity

(.98e.97); 10 with medium similarity (.5); and 10 with low

similarity (.13e.06)). We then recruited 10 sighted raters to

subjectively judge the shape similarity for each model pair on

a 1e7 scale. 2) We evenly sampled 10 model pairs from each

domain and recruited another group of 11 raters for subjective

similarity judgment. For both kinds of pair samples, the

computed similarity and the subjectively judged similarity

were highly correlated (rs > .70; 5000 permutations, p < .0005).
Then we used this approach and tested the within-group and

between-group dissimilarity differences for each domain.

Given that the blind group failed to made 15 (16%) items

among animal and large object models, resulting in missing

values, we used linear mixed-effect modelling (comparison

pair and item as random effects) with the lme4 package (Bates

et al., 2015) and the multcomp package (Hothorn et al., 2008)

implemented in R to test the domain and group effects (see

Supplementary material for the details about the models). We

adjusted all multiple comparisons tests in the analyses with

the Bonferroni method, unless stated otherwise. We further

visualized the shape representation space for each domain

using the same method of MDS as in Experiment 1 (see

Methods in Experiment 1). Motivated by the MDS result

(Fig. 3D), we manually measured the length, handle-width,

and head-width of the tool models (Fig. 1B) with 3D Builder

in Windows 11, and conducted t-tests to compare group dif-

ferences for the three parameters separately.

3.2. Results

In this clay modelling experiment, we collected 633 clay

models in total (273 by the blind, 360 by the sighted; see Table

S3A). Regarding to the goodness of the models, we recruited

an independent group of 31 sighted raters (3 subsets) to name

and score the clay models. The naming accuracy reflects the

intelligibility of the models, and the rating score (1e7) reflects

the degree to which the models were similar to the target ob-

jects. A domain� group repeated-measuresANOVAof naming

accuracy (Fig. 3A and Table S3B for both the parametric and

permutation-based results) revealed a significant main effect

of group [F(1, 25)¼ 6.61, p¼ .02; blind< sighted], and a significant

main effect of domain [F(2, 50) ¼ 107.17, p ¼ 8.32 � 10�19;

tools > animals, tools > large objects, ps < 1.22 � 10�5]. The

interaction between domain and group was also significant

[F(2, 50) ¼ 6.10, p ¼ .004, with the accuracy differed between the

two groups only for animals, p ¼ .02, not for tools and large

objects, ps> .07]. The ratings yielded similar results (Fig. 3B and

Table S3C): The main effects of group [F(1, 25) ¼ 6.46, p ¼ .02;

blind < sighted] and domain [F(2, 50) ¼ 100.59, p ¼ 2.98 � 10�18;

tools > animals, tools > large objects, ps < 4.93 � 10�5] were

significant. The interaction was also significant [F(2, 50) ¼ 5.92,

p¼ .005] in that the group differencewas only significant in the

animal models (p ¼ .02) and not in the tool or large object

models (ps > .07).

To compare the agreement of object shape representations

within and across groups, we used a computer 3D graphic

approach (see Methods) to calculate the cosine (dis)similarity

between each pair of the models for each item (Fig. 3C). We

used linear mixed-effect modelling (random effects for com-

parison pair and item) to test the domain and group effects.

The likelihood-ratio test indicated that the group effect was

significant [c2
(2)¼ 13.56, p¼ .001], with dissimilarity within the

sighted being smaller (within-sighted < within-blind,

p ¼ .0002, within-sighted < between-groups, p ¼ .001), and the

within-blind group dissimilarity not differing from the

between-group dissimilarity (p ¼ .50). The main effect of

domainwas also significant [c2
(2)¼ 40.32, p¼ 1.76� 10�9], with

the tool models being the most consistent among individuals

https://osf.io/59wkf/
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Fig. 3 e Results of the clay modelling experiment. (A) Goodness evaluated by the naming task. An independent group of

sighted raters named the models. The accuracy was the proportion of correct recognition. (B) Goodness evaluated by the

resemblance rating task. The same raters scored the models' similarity to the target objects on a 7-point Likert scale. (C)

c o r t e x 1 7 4 ( 2 0 2 4 ) 2 4 1e2 5 5248

https://doi.org/10.1016/j.cortex.2024.02.016
https://doi.org/10.1016/j.cortex.2024.02.016


(ps < 1.32� 10�6) and the large objectmodels themost variable

(ps < 2.62 � 10�5). Importantly, the interaction of domain and

group was also significant [c2
(4) ¼ 9.58, p < .05]. Simple effect

analyses showed significant group difference in terms of idi-

osyncrasy for tool models [c2
(2) ¼ 33.28, p ¼ 1.78 � 10�7] and

animal models [c2
(2) ¼ 15.29, p < .002]. For tools, the dissimi-

laritywithin the sightedwas smaller compared towithin blind

and between group differences (ps < .0003), and the latter two

were comparable (p ¼ 1); for animals, the within-sighted

dissimilarity was smaller than the between-group (p ¼ .01),

which was also smaller than the within-blind (p ¼ .003).

In summary, the absence of visual experience led to poorer

abilities to make 3D models of animals and did not affect the

ability to generate recognizable, well-formed 3D structures for

tools and large objects on the group average level (although

the sighted subjects did not perform well on large objects,

either). However, for tools it did lead to greater idiosyncrasies

e without visual experience, the blind subjects had greater

variations in their 3D modelling for tools relative to the

sighted, whichwas not a general effect of less experience with

Play-Doh as such effects were not apparent for large objects.

We used MDS to further explore the shape representation

spaces of the two groups (seeMethods and Fig. 3DeF). From the

space of tools (Fig. 3D), it is again confirmed that the blind and

sighteddo share item-based consistency in termsof 3D shapes,

although an overall left-ward shift of the blind group relative to

the sighted was also revealed (except for “ax” and “cane”).

Viewing itemspositionsacrossDimension1and2suggests that

D1 roughly corresponded to a continuum of elongated versus

stubby shapes, and D2 to a rough distinction of having or not a

handle. We manually measured the length of the whole tool

and the width of the head and handle parts separately (see

Fig. 1B), excluding scissors because they varied in their open/

closed state and were difficult to measure consistently, and

compared them between the two groups. Welch t-tests

revealed that the two groups differed significantly in length

[t(184) ¼ 2.20, p ¼ .03, uncorrected; blind made shorter/stubbier

models], but not in the width of either the handle or the head

(ts< .51; ps > .61). As for theMDS spaces for the large object and

animal items (Fig. 3EeF), we did not observe a transparent

interpretation for the dimensions and systematic differences

between the groups as for the tools, which probably resulted

from the overall higher inter-subject variances.
4. Experiment 3: Drawing

Drawing is a common cognitive tool to tap into mental shape

representations (Bainbridge et al., 2021; Fan et al., 2023; Heller

et al., 20o2; Kennedy, 20o3; Kennedy & Juricevic, 20o3). We

conducted the drawing experiment to explore how the

absence of visual experience would impact participants' pro-
duction of 2D shapes for objects, bearing in mind that
blindness may additionally affect the process of mapping 3D

representations onto 2D surface.

4.1. Methods

4.1.1. Participants
The subjects in the drawing experiment were the same as in

the modelling experiment, with the addition of two blind

subjects (14 blind, age:mean± SD¼ 44± 14; years of education:

mean ± SD ¼ 11 ± 4; four females; 15 sighted, age:

mean± SD¼ 51± 7; years of education:mean± SD¼ 9± 2; nine

females). They were matched in both age and education

(ps > .05). The drawings by one blind subject were excluded

because he drew every item as messy circles without

discriminative information.

4.1.2. Materials
The drawings weremade using a Swedish raised-line drawing

kit (Kennedy, 20o3, see Fig. 1C), with which the lines drawn on

the plastic paper were raised and thus could be detected by

touching e i.e., tactile feedback of the traces was available.

The size of a sheet of plastic paper was an A4 size. Each sheet

was split into 4 equal areas with a cross line, and each object

was drawn within the area of one quadrant.

The stimuli included six tools, six large nonmanipulable

objects, and six animals (see Fig. S3 for the items) with the

familiarity matched across the blind and sighted groups

(tools: means ± SD ¼ 6.38 ± .35 and 6.49 ± .33, p ¼ 1; large

objects: means ± SD ¼ 6.64 ± .41 and 6.71 ± .19, p ¼ 1; animals:

means ± SD ¼ 5.19 ± .67 and 5.78 ± .20, p ¼ .25). Again, the

animals were the least familiar domain (ps < 6.35 � 10�6). We

chose this smaller item set because somesubjects complained

about the time consumption for drawing.

4.1.3. Procedure
For the blind subjects,the experimentwas conducted eitherin

the laboratory or in the subjects' home, according to their

preference. For the sighted subjects, the experiment was

conducted in the laboratory. The subjects were taught to

manipulate the drawing kit, and were asked to freely draw

https://doi.org/10.1016/j.cortex.2024.02.016
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mean ± SD ¼ 23 ± 1; 11 females) in the college to name and

score the drawings.We separated the drawings and raters into

three subsets, within which the drawings by the blind and the

sighted were interleaved. We used two common subjects'
drawings in every subset to calculate the intraclass correlation

betweenraters.Thedrawingswerepresented randomlyoneby

one on the screen. The raters typed the name of the object or

skipped if they could not recognize it; and then the true name

of the object was presented, the raters were asked to rate how

similar the drawingwas to the actual target object on a 7-point

Likert scale. For the naming task, we did a domain � group

repeated-measures ANOVA of the accuracy, i.e., the percent-

age of correct recognition for each item, each subject. For the

rating task, the ICC between the three averaged group ratings

was high (ICC ¼ .86, 95% CI: .73e.93, based on a mean-rating,

consistency, 2-way random effects model), indicating good

reliability (Koo & Li, 2016). Therefore, we averaged the scores

for each item across raters and did statistical tests.

In the inter-subject alignment measurement, as the tech-

nical limitations of objectively calculating pairwise similarity

for open-contour line drawings exist, we recruited another

independent sighted group of raters (120 raters, age:

mean ± SD ¼ 22 ± 2; 62 females) to perform a multi-

arrangement task (Kriegeskorte & Mur, 2012) to subjectively

evaluate inter-subject (dis)similarities for each item. During

the task (Fig. 1C), the drawings by all subjects for one item

were presented at the same time on the screen, and the raters

were instructed to organize the drawings according to their

shape similarity by dragging and dropping items with mouse.

The items were separated into six subsets with each subset

being arranged by 20 raters. Each rater only needed to finish

one trial. Dissimilarity was measured by the on-screen

Euclidean distance, which was scaled to have a root mean

square of 1. We performed linear mixed-effect model analysis

(randomeffects for comparison pair and item) to test themain

effects and interaction effect (see the Supplementarymaterial

for the details about the models). We adjusted all multiple

comparisons tests in the analyses with the Bonferroni

method, unless we stated otherwise. Since there was no inter-

item dissimilarity data, we could not visualize the represen-

tation spaces as in Experiment 1 and Experiment 2.

4.2. Results

All blind subjects and blindfolded sighted subjects were asked

to draw objects using a raised-line drawing kit (Kennedy, 1997)

that allows for tactile feedback of the drawing trace. We

collected 484 drawings in total (215 from the blind, 269 from the

sighted; see Table S4A). Similar to Experiment 2, an indepen-

dent group of 15 sighted raters named and rated the drawings

on a 7-point Likert scale. For the naming accuracy (Fig. 4A and

Table S4B), therewasa significantmaineffect of group,with the

drawings by the sighted being significantly more intelligible

than those by the blind [F(1,26) ¼ 5.36, p¼ .03], and amain effect

of domain [F(2, 52) ¼ 37.85, p ¼ 7.15 � 10�11], with tool drawings

being the easiest to recognize (ps < .002) and large object

drawings the hardest (ps < .007). Notably, the group � domain

interactionwas significant [F(2, 52)¼ 5.70, p¼ .006]. Simple effect

tests showed that the two groups only differed in drawing an-

imals [t(20.9) ¼ 3.02, p ¼ .02] and not tools or large objects
(ps � .54). The result of rating was consistent with the naming

task (Fig. 4B and Table S4C), with significant group main effect

[F(1,26) ¼ 7.95, p ¼ .009, blind < sighted], domain effect [F(2,

52) ¼ 22.32, p ¼ 1 � 10�7, tools > animals and large objects,

ps < .0002], and interaction [F(2, 52) ¼ 8.67, p ¼
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Fig. 4 e Results of the drawing experiment. (A) Goodness evaluated by the naming task. An independent group of sighted

raters named the drawings. The accuracy was the proportion of correct recognition. (B) Goodness evaluated by the

resemblance rating task. The same raters scored the drawings' similarity to the target objects on a 7-point Likert scale. (C)

Inter-subject alignment acquired through the multi-arrangement task performed by another independent group of sighted

participants. Upper panel: Mean heatmaps of inter-subject dissimilarity within and between blind and sighted groups. Red:

more similar; blue: less similar. Lower panel: Bar plot of inter-subject dissimilarity by group. Error bars: standard error of the

mean (SEM) across subject pairs. *p < .05, **p < .01, ***p < .001, Bonferroni-corrected.
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features were generated in the verbal feature generation

experiment, with no significant difference between the blind

and sighted groups. While the features generated by the blind

group showedoverall greater distancewith shapewords in the

embedding space, animal items did not exhibit stronger dif-

ference compared to artifacts in either the mean space or the

individual variations. In contrast, in the two nonverbal explicit

(3D and 2D) shape production tasks, animal shape represen-

tations were affected the most by the absence of visual expe-

rience relative to tools and large objects. As reasoned in the

Introduction, although actual tactile experience with real an-

imals is rare (except for pets), blind people may still construct

https://doi.org/10.1016/j.cortex.2024.02.016
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overinterpret results, because converting 3D to 2D introduces

more variance, such as perspective taking, and the blind group

had little drawing experience. Nonetheless, we did observe an

interesting pattern in the drawings of the two groups. The

blind people tended to draw more often with matchstick-

figure-like style (see examples in Fig. S3). An ad hoc analysis

of chi-square test of independence confirmed that the pro-

portion of these matchstick style drawings in the blind group

was significantly higher than that in the sighted group

[c2
(1) ¼ 32.7, p¼ 1.10� 10�8]. The implications of such drawing

pattern require discussions beyond the scope of the current

study. Finally, our results have broader implications for neu-

rorehabilitation of people with sensory impairments. We

found that tactile experiences are crucial for forming internal

shape representations when vision is absent, and that visual

experiences help to align and calibrate object shapes even for

those objects that are familiar to touch. These observations

raise awareness of the potential group differences in themost

salient object property, promote neuroimaging studies that

investigate the neural representations of objects in this spe-

cial population in finer details, encourage ways to enrich

tactile inputs in experimental settings (e.g., with toy versions)

for objects that are difficult to touch in real life, and to design

products or equipment adapting to the shape representation

properties in the blind populations.

To conclude, by comparing object shape production prop-

erties in congenitally blind and sighted individuals, we

showed that even for such a classic supramodal property, its

representation reflects the intricate orchestration of vision,

touch and language. Without vision, tactile experience (with

the help of language) may derive shape representation even

for things that people have never touched for real (the case of

many animals), but the representation is significantly

impoverished. When tactile experience is fully available (the

case for familiar tools), the shape representation is fully well-

formed, yet vision deprivation led to greater idiosyncrasies

and subtle geometry biases. These findings invite further

understanding for the exact neural and computational

mechanisms across different modalities in generating a

coherent representation.
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