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(confirmed by a forced-choice test). The Posner cueing 
paradigm was adopted to measure the spatial cueing effect 
(i.e., saliency) by an orientation discrimination task. A 
positive cueing effect was found, and the magnitude of the 
cueing effect was consistent with the saliency prediction 
of a computational saliency model. In a following fMRI 
experiment, we used the same masked natural scenes as 
stimuli and measured BOLD signals responding to the pre-
dicted salient region (relative to the background). We found 
that the BOLD signal in V1, but not in other cortical areas, 
could well predict the cueing effect. These results suggest 
that the bottom-up saliency map of natural scenes could be 
created in V1, providing further evidence for the V1 sali-
ency theory (Li in Trends Cogn Sci 6(1):9–16, 2002).

Keywords Bottom-up saliency map · Visual attention · 
Natural scene · fMRI · Primary visual cortex

Introduction

Visual attention is essential for us to recognize complex 
natural scenes (Carrasco 2011; Yoshida et al. 2012). It ena-
bles us to select the most valuable information. Such a pro-
cess of information selection could be executed by a top-
down signal voluntarily, or triggered by a bottom-up salient 
stimulus automatically, or most likely, achieved through a 
combination of both top-down and bottom-up signals (Cor-
betta and Shulman 2002; Serences and Yantis 2007). The 
top-down process could be guided under a specific goal 
(Buschman and Miller 2007), while the bottom-up process 
is guided by a bottom-up saliency map (Zhang et al. 2012). 
The bottom-up saliency map is defined as a topographical 
map to describe and predict the distribution of attentional 
attraction based on a bottom-up visual input (Koch and 

Abstract A saliency map is the bottom-up contribution 
to the deployment of exogenous attention. It, as well as its 
underlying neural mechanism, is hard to identify because 
of the influence of top-down signals. A recent study showed 
that neural activities in V1 could create a bottom-up sali-
ency map (Zhang et al. in Neuron 73(1):183–192, 2012). In 
this paper, we tested whether their conclusion can general-
ize to complex natural scenes. In order to avoid top-down 
influences, each image was presented with a low contrast 
for only 50 ms and was followed by a high contrast mask, 
which rendered the whole image invisible to participants 

 * Yizhou Wang 
 Yizhou.Wang@pku.edu.cn
 http://www.idm.pku.edu.cn/staff/wangyizhou

 * Fang Fang 
 ffang@pku.edu.cn
 http://www.psy.pku.edu.cn/en/fangfang.html

1 National Engineering Laboratory for Video Technology, 
Cooperative Medianet Innovation Center, and School 
of Electronics Engineering and Computer Science, Peking 
University, Beijing 100871, People’s Republic of China

2 Key Laboratory of Machine Perception (Ministry 
of Education), Peking University, Beijing 100871,  
People’s Republic of China

3 Laboratory of Brain and Cognition, National Institute 
of Mental Health, US National Institutes of Health, Bethesda, 
MD 20892, USA

4 State Key Laboratory of Brain and Cognitive Science, 
Institute of Biophysics, Chinese Academy of Sciences, 
Beijing 100101, People’s Republic of China

5 Department of Psychology and Beijing Key Laboratory 
of Behavior and Mental Health, Peking-Tsinghua Center 
for Life Sciences, and IDG/McGovern Institute for Brain 
Research, Peking University, Beijing 100871,  
People’s Republic of China

http://crossmark.crossref.org/dialog/?doi=10.1007/s00221-016-4583-y&domain=pdf


1770 Exp Brain Res (2016) 234:1769–1780

1 3

Ullman 1985). In contrast to the well-known fact that sev-
eral higher brain regions, including frontal eye field (FEF) 
and posterior parietal cortex (PPC), are responsible for top-
down signals (Hopfinger et al. 2000; Baluch and Itti 2011; 
Gilbert and Li 2013), there still exists controversy about the 
neural basis of the bottom-up saliency map.

Evidence from brain imaging and neurophysiology 
studies had shown that many regions could realize a sali-
ency map. Subcortical structures such as superior collicu-
lus (Fecteau and Munoz 2006) and pulvinar (Shipp 2004) 
were found to be able to construct a saliency map. Besides, 
Mazer and Gallant (2003) found that extrastriate ventral 
area V4 could realize a retinotopic saliency map to guide 
eye movement, providing evidence that brain activities in 
the ventral pathway could be correlated with the saliency 
map. Their conclusion was also supported by Asplund et al. 
(2010), who found that the ventral network can account for 
stimulus-driven attention. Geng and Mangun (2009) found 
that the anterior intraparietal sulcus (aIPS) was sensitive to 
the bottom-up influence driven by stimulus saliency. More-
over, FEFs were also found to play an important role in 
decoding the winner-take-all (WTA) stage of saliency pro-
cessing (Bogler et al. 2011). Most of these findings were 
consistent with a dominant view, which argues that the final 
saliency map results from pooling different visual feature 
channels after each visual feature channel construct its 
own saliency map independently (Koch and Ullman 1985; 
Itti and Koch 2001). Accordingly, higher cortical areas, in 
which neurons are less selective to single features, are more 
likely to be possible candidates that realize the bottom-up 
saliency map.

On the other hand, Li (1999, 2002) proposed the V1 the-
ory, which argued that neural activities in V1 could create 
the bottom-up saliency map via intracortical interactions 
that were manifested in contextual influences. By measur-
ing the reaction time searching for a singleton that differs 
from its surrounding in more than one feature, Koene and 
Zhaoping (2007) found their results were consistent with 
the properties of some V1 neurons, which provided evi-
dence for the V1 theory of the bottom-up saliency map. 
Evidence from a brain imaging study also supported the V1 
theory (Zhang et al. 2012).

An important reason of the controversy is that most of 
these cortical areas receive both bottom-up and top-down 
signals, which makes it difficult to determine whether 
the saliency map they realized truly reflects the bottom-
up attentional attraction or not. In order to investigate the 
neural basis of the bottom-up saliency map, it is important 
to probe bottom-up signals free from top-down signals. 
Recently, Zhang and his colleagues used invisible texture 
stimuli to investigate the neural basis of the bottom-up 
saliency map. In their study, stimuli were presented using 

backward masking, which enabled the absence of aware-
ness to an exogenous cue. Therefore, top-down influences 
were maximally reduced in their experiments. They found 
that even when participants could not perceive the stimuli, 
the bottom-up saliency map could still attract participants’ 
attention to improve their performance in a visual discrimi-
nation task. More importantly, they also found that the 
degree of attentional attraction correlated with the ampli-
tude of the earliest component of the ERP as well as the V1 
BOLD signal across participants (Zhang et al. 2012). Their 
findings strongly supported the V1 theory.

However, as far as we know, few studies have tested 
the V1 theory on natural scenes (Zhaoping and Zhe 2015). 
Compared with stimuli that consist of simple oriented 
bars, natural scenes contain richer image statistics which 
human visual system is highly tuned to. Therefore, natural 
scenes are optimal for automatic processing such as atten-
tion selection (Bogler et al. 2011). More importantly, some 
argued that the results of Zhang and his colleagues’ study 
might attribute to the restricted stimulus set they used (Betz 
et al. 2013). Betz et al. (2013) claimed that neural activi-
ties in V1 were monotonically related to stimulus contrast 
(or luminance), other than saliency. Therefore, it is possi-
ble that the V1 saliency map found in Zhang and his col-
leagues’ study was an intermediate result of saliency com-
putational processing, instead of a final saliency map. The 
restricted stimulus used in their study, which was an array 
of oriented bars, made the intermediate result indistinguish-
able from the final saliency map. In order to clarify this 
issue, the V1 theory should also be tested on natural scenes.

In this study, we tested whether their conclusion can 
generalize to complex natural scenes. We measured the 
bottom-up saliency map from both psychophysical and 
physiological aspects. Top-down signals were maximally 
reduced in our experiment using backward masking. The 
attentional effect of the bottom-up saliency map and BOLD 
signals responding to invisible natural scenes were meas-
ured to understand the neural mechanism of the bottom-up 
saliency map. We found that when the degree of saliency 
increased, the attentional effect and the BOLD signal in V1 
(but not other cortical areas) also increased, even if partici-
pants were unaware of stimuli. More importantly, the atten-
tional effect correlated with the BOLD signal across par-
ticipants only in V1.

Materials and methods

Participants

Sixteen human participants (nine females and seven males, 
19–26 years old) participated in the experiment. All of 
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them participated in the psychophysical experiment. Thir-
teen of them participated in the fMRI experiment. Two 
participants in the fMRI experiment were excluded from 
data analysis because of excessive head motion during 
fMRI scanning. All participants were naive to the purpose 
of the study except for one participant (one of the authors). 
All of them were right-handed, reported normal or cor-
rected-to-normal vision, and had no known neurological 
or visual disorders. They gave written, informed consent 
in accordance with the procedures and protocols approved 
by the human participants review committee of Peking 
University.

Stimuli

A large number of natural images were collected from 
the Internet and several public datasets, including AIM 
(Bruce and Tsotsos 2005), Caltech101 (Fei-Fei et al. 
2004), BSDS500 (Martin et al. 2001), and ImgSal (Li 
et al. 2013). All these images were scaled to the same size 
(11.63° × 31.03° of visual angle) with a mean low lumi-
nance (2.9 cd/m2) (Figs. 1a, b, 2a). Then, we calculated 
the computational saliency map of each image by using a 
prominent bottom-up saliency model proposed by Itti et al. 
(1998). After that, we selected 50 images for the current 

Fig. 1  Stimuli and psychophys-
ical protocol. a, b Examples 
of high salient (a) and low 
salient (b) natural images. c, 
d The averaged saliency map 
of 25 high salient images (c) 
and 25 low salient images 
(d) with a salient region left 
to the fixation. Areas with a 
high luminance level had a 
high saliency. A round salient 
region could be seen in this 
map. The eccentricity of the 
center of the salient region was 
about 7.2°. The diameter of the 
salient region was about 4°. 
e Psychophysical protocol to 
measure the attentional effect 
of the bottom-up saliency 
maps of natural images. A low 
luminance natural image was 
presented for 50 ms which 
served as a cue, followed by a 
100 ms mask and a 50 ms fixa-
tion screen. Then, a Gabor was 
presented for 50 ms at either the 
location of the salient region of 
the preceding image (valid cue 
condition) or its contralateral 
counterpart (invalid cue condi-
tion). Participants pressed one 
of the two buttons to indicate 
whether the orientation of 
Gabor is clockwise or counter-
clockwise to the vertical. The 
low luminance natural image 
was invisible to participants 
because of briefly presentation 
and backward masking. It was 
also confirmed by an additional 
2-AFC experiment
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experiment. Each of these images had only one round sali-
ent region centered at about 7.2° eccentricity in the lower 
left quadrant (i.e., left salient images). The diameter of the 
salient region was about 4° (Figs. 1c, d, 2b). Moreover, to 
measure the bottom-up saliency map quantitatively, we 
classified all images into two groups: the high salient group 
and the low salient group, based on the proposed saliency 
index in the following formulation.

In the above formulation, n denoted the index of an 
image. SI denoted the averaged saliency value of the round 
salient region in Fig. 1c, d, and SO denoted the averaged 
saliency value of the residual region (the rest of an image). 
A higher value of the Index indicated a higher saliency 
of the round region. We selected half of these left salient 
images with an upper 50 % Index as the high salient images 
and the rest as the low salient images. The averaged sali-
ency map of the 25 high salient images is shown in Fig. 1c, 
and the low salient counterpart is shown in Fig. 1d.

Furthermore, in order to balance the location of the sali-
ent region, each of the left salient images was flipped hori-
zontally along its vertical midline to generate a new image, 
which had a salient region in the lower right quadrant (i.e., 
right salient images). Notice that the content of a left sali-
ent image and its corresponding right salient image were 
exactly the same, the only difference between them was the 
location of the salient region. Thus, the stimuli used in the 
psychophysical and the fMRI experiment consisted of two 
groups: the high salient group and the low salient group. 

Index(n) =
SI(n)− SO(n)

SO(n)
.

Each group contained 50 images, half of which were left 
salient images and the other half were right salient images. 
In both experiments, these stimuli were presented in the 
lower visual field on a dark screen (1.8 cd/m2).

We tested the difference between the luminance of the 
low salient and high salient images. The results showed 
that there was no significant difference between the lumi-
nance of the low salient and high salient images. The 
averaged gray value within the round salient region was 
85.19 ± 7.93 (Mean ± SE) for the low salient images and 
96.62 ± 6.31 for the high salient images. Moreover, the 
averaged gray value of a whole image was 77.99 ± 8.35 
for the low salient images and 81.66 ± 8.57 for the high 
salient images. Independent t tests showed that there was 
no significant difference between the low salient and high 
salient images, no matter in the averaged gray value within 
the round salient region (t48 = 1.127, p = .265, η2 = .026) 
or the averaged gray value of a whole image (t48 = .307, 
p = .760, η2 = .002).

Moreover, we also measured the distribution of the sali-
ency index values. The means and standard deviations of 
the saliency index values of the low and high salient group 
were 4.03 ± 1.02 and 10.67 ± 4.20, respectively. Mean-
while, the range of the saliency index values of all the 
images was 2.03–19.07. Specifically, the minimum and 
maximum saliency index value of the low salient group was 
2.03 and 5.77, respectively. The minimum and maximum 
saliency index value of the high salient group was 5.84 and 
19.07, respectively.

Mask stimuli were high contrast checkerboards with 
randomly arranged checkers (Fig. 1e). The size of each 

Fig. 2  Localizer and procedure of the fMRI experiment. a, b An 
example of the high salient natural images (a) and the averaged sali-
ency map of the high salient images (b). c The localizer we used to 
define ROIs in the fMRI experiment. The colorful natural scene had 
the same size and was presented at the same location with the round 

salient region showed in (b). d The procedure of a salient image 
trial in the fMRI experiment. In a salient image trial, an image was 
presented on the lower half of the screen for 50 ms, followed by a 
100 ms mask at the same position and 1850 ms fixation. Participants 
were asked to indicate the location of the salient region
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checker was about .25° × .25°. The luminance of a black 
checker was 1.8 cd/m2, while the luminance of a white 
checker was 79 cd/m2.

Psychophysical experiment

In the psychophysical experiment, visual stimuli were 
presented on a Gamma-corrected Iiyama HM204DT 22 
inches monitor, with a spatial resolution of 1024 × 768 and 
a refresh rate of 60 Hz. The viewing distance was 83 cm. 
Participants’ head position was stabilized using a chin rest 
and a head rest. A white cross was always presented at the 
center of the screen as a fixation, and participants were 
asked to fixate the cross throughout the experiment.
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MRI data acquisition

In the scanner, the stimuli were back-projected via a 
video projector (refresh rate: 60 Hz; spatial resolution: 
1024 × 768) onto a translucent screen placed inside the 
scanner bore. Participants viewed the stimuli through a 
mirror located above their eyes. The viewing distance 
(i.e., the distance from the mirror to eyes) was 83 cm. 
MRI data were collected using a 3T Siemens Trio scan-
ner with a 12-channel phase-array coil. Blood oxygen 
level-dependent (BOLD) signals were measured with an 
echo-planar imaging sequence (TE: 30 ms; TR: 2000 ms; 
FOV: 186 × 192 mm2; matrix: 62 × 64; flip angle: 90; 
slice thickness: 5 mm; gap: 0 mm; number of slices: 30; 
slice orientation: coronal). The fMRI slices covered the 
occipital lobe, most of the parietal lobes, and part of the 
temporal lobe. A high-resolution 3D structural data set (3D 
MPRAGE; 1 × 1 × 1 mm3 resolution) was collected in the 
same session before the functional runs. All the participants 
underwent two sessions, one for the retinotopic mapping 
and the other for the main experiment.

MRI data processing and analysis

The anatomical volume for each participant in the retino-
topic mapping session was transformed into the anterior 
commissure–posterior commissure (AC–PC) space and 
then inflated using Brain Voyager QX. Functional volumes 
in all the sessions for each participant were preprocessed, 
including 3D motion correction, linear trend removal, and 
high-pass (.015 Hz) filtering (Smith et al. 1999) using 
Brain Voyager QX. Head motion within any fMRI session 
was <2 mm for all participants except two participants 
excluded from further analysis because of excessive head 
motion. FMRI images were then aligned to the anatomi-
cal volume in the retinotopic mapping session and trans-
formed into the AC–PC space. The first 6 s of BOLD 
signals were discarded to minimize transient magnetic 
saturation effects.

A general linear model (GLM) procedure was used for 
ROI analysis. The ROIs in LGN, V1–V4, LOC, IPS, and 
FEF were defined by a localizer scan and retinotopic map-
ping scans (p < 10−8, uncorrected). In order to compare the 
locations of the ROIs with those reported in other studies, 
the coordinates of each ROI were identified in the Talairach 
space. The coordinates of rLGN, lLGN, rFEF, and lFEF 
were (21 ± 3, −26 ± 3, −1 ± 3), (−23 ± 3, −27 ± 2, 
−1 ± 2), (37 ± 7, −10 ± 5, 47 ± 4), and (−37 ± 6, 
−12 ± 4, 46 ± 3), respectively, consistent with previous 
studies (Berman et al. 1999; Chen et al. 1999; Connolly 
et al. 2002; Kastner et al. 2004; Luna et al. 1998; O’Connor 
et al. 2002; Paus 1996). The Talairach coordinates of the 

ROIs and their sizes (i.e., number of voxels) can be found 
in Tables 1 and 2.

The event-related BOLD signals were calculated sepa-
rately for each participant, following the method devel-
oped by Kourtzi and Kanwisher (2000). For each event-
related scan, the time course of the MR signal intensity 
was first extracted by averaging the data from all the 
voxels within the predefined ROI. The average event-
related time course was then calculated for each type of 
trial, by selectively averaging from stimulus onset and 
using the average signal intensity during the fixation trials 
as a baseline to calculate percent signal change. Specifi-
cally, in each scan we averaged the signal intensity across 
the trials for each type of trial at each of 12 correspond-
ing time points starting from the stimulus onset. These 
event-related time courses of the signal intensities were 
then converted to time courses of percent signal change 
for each type of trials by subtracting the correspond-
ing value for the fixation trials and then dividing by that 
value. Because M-sequences have the advantage that each 
type of trials was precede and followed equally often by 
all types of trials, the overlapping BOLD responses due 
to the short interstimulus interval were removed by this 
averaging procedure (Buracas and Boynton 2002). The 
resulting time course for each type of trials was then aver-
aged across scans and participants.

Table 1  ROI coordinates

Right (mean ± SD) Left (mean ± SD)

LGN (21 ± 3, −26 ± 3, −1 ± 3) (−23 ± 3, −27 ± 2, −1 ± 2)

V1 (7 ± 3, −85 ± 5, 7 ± 8) (−7 ± 3, −86 ± 4, 1 ± 9)

V2 (12 ± 3, −88 ± 6, 13 ± 5) (−10 ± 2, −91 ± 6, 12 ± 6)

V3 (19 ± 3, −84 ± 6, 13 ± 7) (−16 ± 4, −89 ± 6, 14 ± 8)

V4 (27 ± 2, −63 ± 7, −11 ± 4) (−30 ± 5, −65 ± 6, 12 ± 5)

LOC (43 ± 7, −68 ± 5, 0 ± 4) (−43 ± 5, −72 ± 7, 0 ± 5)

IPS (27 ± 6, −58 ± 8, 46 ± 7) (−26 ± 7, −61 ± 6, 42 ± 6)

FEF (37 ± 7, −10 ± 5, 47 ± 4) (−37 ± 6, −12 ± 4, 46 ± 3)

Table 2  ROI sizes

Right Left

LGN 94 89

V1 303 421

V2 503 525

V3 466 392

V4 253 239

LOC 908 1111

IPS 580 456

FEF 250 237
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Computational saliency model

We adopted a prominent computational saliency model 
proposed by Itti and his colleagues (Itti et al. 1998) to 
measure the bottom-up saliency map of each image. The 
model was based on the center–surround mechanism, and 
combined information from three channels: color, intensity, 
and orientation. By using this model, we could predicate 
the degree of saliency of each image based on the formula-
tion we proposed.

Results

In order to reduce the influence of top-down signals maxi-
mally, we presented an image very briefly and followed 
by a high contrast mask (Fig. 1e). In the additional 2-AFC 
experiment, all the participants reported that they were 
unaware of the natural images. The percentages of correct 
detection (mean ± SEM) were 48.6 ± 1.5 and 50.9 ± 1.4 % 
for the high salient and the low salient groups, respectively. 
The results were statistically indistinguishable from chance 
level (one sample t test: t15 = −.934, p = .365, η2 = .055; 
significant level α = .05), which indicated that the natural 
images in both groups were invisible to participants.

Psychophysical experiment

In the main experiment, considering that the salient region 
of a natural image could serve as a cue to attract atten-
tion, the attentional effect of the bottom-up saliency map 
of invisible natural images was quantified as the difference 
between the accuracy of the Gabor orientation discrimi-
nation performance in the valid cue condition and that in 
the invalid cue condition. We found that the discrimination 
accuracy was higher in the valid cue condition than that 
in the invalid cue condition, for both high salient images 
(Valid: 81.31 ± .98 %; Invalid 72.88 ± .98 %; Fig. 3a) 
and low salient images (Valid: 77.86 ± .93 %; Invalid 
76.54 ± .88 %; Fig. 3a). Thus, the attentional effect of the 
bottom-up saliency maps for high salient group and low 
salient group was 8.43 ± .33 and 1.32 ± .47 %, respec-
tively (left panel in Fig. 3b).

We submitted the behavioral results to a two-way 
repeated-measure ANOVA with saliency and validity as 
within-participant factors. The main effect of validity was 
significant (F1,15 = 281.068, p < .001, ηp

2 = .949). However, 
the main effect of saliency was not significant (F1,15 = .035, 
p = .853, ηp

2 = .002). Moreover, the interaction between 
these two factors was also significant (F1,15 = 93.419, 
p < .001, ηp

2 = .862). The simple contrast analysis showed 
that for both high salient and low salient groups, partici-
pants’ performance was significantly better in the valid 

cue condition than that in the invalid cue condition (high 
salient: F1,15 = 328.554, p < .001, ηp

2 = .956; low salient: 
F1,15 = 7.742, p = .014, ηp

2 = .340). The attentional effect 
of the high salient images was also significantly larger 
than that of the low salient images (t15 = 9.665, p < .001, 
η2 = .862). The results indicated that the bottom-up sali-
ency map exhibited a positive cueing effect even when an 
image was subjectively invisible, which suggested that par-
ticipants’ attention was attracted to the salient region of the 
invisible image, so that they performed better in the valid 
cue condition than in the invalid cue condition. We also cal-
culated the saliency index of the high salient and the low 
salient images based on the proposed formulation. The sali-
ency index predicted the degree of the attentional attraction 

Fig. 3  Psychophysical results and computational saliency model 
prediction. a The left two bars and right two bars indicated the dis-
crimination performance in the psychophysical experiment for the 
high salient and low salient images, respectively. Light gray indicated 
the performance of the invalid cue condition, while dark gray indi-
cated the performance of the valid cue condition. Error bars denoted 
1 SEM across participants for each condition. b Left The left two 
bars indicated the psychophysical attentional effects for the high sali-
ent and the low salient group, respectively. The attentional effect for 
each group was quantified as the difference between the orientation 
discrimination task performance of the valid cue condition and the 
invalid cue condition. Error bars denoted 1 SEM across participants 
for each condition. Right The right two bars indicated the saliency 
index calculated by a computational saliency model (Itti et al. 1998) 
for the high salient and the low salient group, respectively. The sali-
ency index predicted the degree of attentional attraction. Error bars 
denoted 1 SD across all images in each group
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of a bottom-up saliency map (right plane in Fig. 3b). Psy-
chophysical data were consistent with the prediction from 
the computational model.

FMRI experiment

In the fMRI experiment, the percentages of correct detec-
tion were 50.1 ± .7 and 50.3 ± .7 % for the high salient 
and the low salient groups, respectively. The results were 
statistically indistinguishable from chance level (high 
salient: t10 = .195, p = .850, η2 = .004; low salient: 
t10 = .340, p = .741, η2 = .011). The behavioral data con-
firmed that the low luminance natural images were indeed 
subjectively invisible to participants. Contralateral and 
ipsilateral ROIs in LGN, V1–V4, and IPS were defined 
as the cortical areas that responded to retinal inputs in the 
salient region and its contralateral counterpart. LOC and 
FEF in two hemispheres could be activated equally well 
by stimuli presented in the left and the right visual fields in 
the localizer scan. Thus, instead of presenting data in ipsi-
lateral and contralateral LOC and FEF, we directly ana-
lyzed event-related BOLD signals according to the degree 
of saliency (the high salient and the low salient groups) in 
these two cortical areas.

It was found that in V1–V4 and IPS, the natural images 
in both groups evoked larger BOLD signals in the contralat-
eral ROIs compared with the ipsilateral ROIs (Fig. 4a). It 
meant that the salient region could evoke stronger neural 
activity than its contralateral counterpart. BOLD signal 
difference was quantified as the peak value difference of 
the BOLD signal in the contralateral ROI and that in the 
ipsilateral ROI (Fig. 4b). The BOLD signal differences of 
the high salient group and the low salient group were com-
pared by paired t tests. We found that the BOLD signal dif-
ference of the high salient group was significantly higher 
than that of the low salient group (t10 = 4.989, p = .001, 
η2 = .713; uncorrected) in V1. However, in LGN, V2–V4, 
and IPS, we did not observe any significant difference 
between the BOLD signal difference of the high salient 
group and that of the low salient group (LGN: t10 = −.690, 
p = .506, η2 = .045; V2: t10 = .194, p = .850, η2 = .004; 
V3: t10 = −.159, p = .877, η2 = .003; V4: t10 = −.125, 
p = .903, η2 = .002; IPS: t10 = .540, p = .601, η2 = .003; 
uncorrected). Moreover, we also measured BOLD signal 
peak value difference between the high salient and the low 
salient groups in LOC and FEF. There was no significant 
difference between the high salient and the low salient 
groups in these two areas (LOC: t10 = −.141, p = .891, 
η2 = .002; FEF: t10 = −.690, p = .506, η2 = .005). As the 
attentional effect of the bottom-up saliency map of the high 
salient group was also significantly higher than that of the 
low salient group, these findings revealed that neural activ-
ity in V1 was parallel to the attentional effect.

Correlation analysis

In order to further evaluate the role of neural activities of 
early visual cortical areas in realizing the bottom-up sali-
ency map, we calculated correlation coefficients between 
our psychophysical and fMRI measures across individual 
participants. The attentional effect was significantly corre-
lated with the BOLD signal difference in V1 for the high 
salient group (r = .633, p < .05), but not for the low salient 
group (r = .372, p = .260) (Fig. 5a). However, no signifi-
cant correlation was found between the attentional effect 
and the BOLD signal difference in the other cortical areas 
(Fig. 5b). The results indicated a close relationship between 
the attentional effect and V1 neural activities.

Discussion

Using a modified cueing effect paradigm (Posner et al. 
1980), we investigated the neural basis of the bottom-up 
saliency map of natural scenes. We found that even if par-
ticipants were unaware of natural images, the attentional 
effect and the BOLD signal difference in V1 still increased 
with the degree of saliency. In addition, the attentional 
effect significantly correlated with the BOLD signal differ-
ence only in V1, but not other cortical areas. These findings 
suggest that the bottom-up saliency map of natural scenes 
is constructed in V1, thus providing a strong evidence to 
support the V1 theory (Li 1999, 2002).

The most interesting observation in our study is that we 
found V1 played an important role in creating the bottom-
up saliency map of natural scenes. Our claim was based 
on the finding that neural activities (i.e., the BOLD signal 
difference) in V1 were closely correlated with the atten-
tional attraction (i.e., bottom-up saliency) measured in the 
psychophysical experiment. Such a significant correlation 
was not found in other cortical areas. Specifically, neural 
activities induced by the bottom-up saliency map were 
not observed in LOC, IPS, or FEF, which indicated that 

Fig. 4  fMRI results. a Event-related BOLD signals averaged across 
participants in the contralateral and ipsilateral ROIS in LGN, V1–V4, 
and IPS. They were evoked by the bottom-up saliency map of natu-
ral images in the high salient and the low salient group. Error bars 
denoted 1 SEM calculated across participants at each time point. b 
Peak amplitude differences between the event-related BOLD signal 
in the contralateral ROI and that in the ipsilateral ROI in LGN, V1–
V4, and IPS for the high salient and the low salient group. Error bars 
denoted 1 SEM calculated across participants. c Left column event-
related BOLD signals averaged across participants in LOC and FEF. 
They were evoked by the bottom-up saliency map of natural images 
in the high salient and the low salient group. Error bars denoted 1 
SEM calculated across participants at each time point. Right column 
Peak amplitude of the event-related BOLD signals in LOC and FEF 
for the high salient and the low salient group. Error bars denoted 1 
SEM calculated across participants

▸
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the observed neural activities in V1 were not attributed to 
signals feedback from these areas. It might be argued that 
the significant correlation between the attentional effect 
and the BOLD signal difference could be attributed to the 
larger variance of the computational saliency index val-
ues in the high salient group. Although the variance of the 
saliency index values was larger in the high salient group 
compared to the low salient group, the standard errors of 
the attentional effect were quite similar between these two 
groups. Moreover, the standard errors of the BOLD signal 
difference were also similar between these two groups (see 
Fig. 4b). Therefore, it is more likely that the significant cor-
relation reflects a close link between the behavioral perfor-
mance and the neural activities in V1, rather than an artifact 
caused by the large variance of the saliency index values in 
the high salient group.

We suggest that the underlying neural mechanism of 
our observation may be attributed to the lateral connec-
tions (Gilbert and Wiesel 1983) between V1 neurons. Our 
results are consistent with previous findings that the neu-
ral responses of V1 neurons were higher when their pre-
ferred stimuli popped out from background (Marcus and 
Van Essen 2002). More importantly, our observation sup-
ports the V1 saliency theory (Li 1999, 2002), which states 
that V1 creates the bottom-up saliency map. Our findings 
challenge the dominant view that the bottom-up saliency 
map is created in higher brain regions such as IPS and FEF 
(Koch and Ullman 1985; Geng and Mangun 2009; Bogler 
et al. 2011). It should be noted that we are not claiming 
that other cortical areas do not play a role in generating the 
bottom-up saliency map. However, their contributions are 
minor.

One important assumption of our study is that top-
down signals were maximally reduced in our experiments. 
In the area of cognitive neuroscience, it has been proved 

and widely accepted that subjective awareness is deter-
mined by top-down signaling (Del Cul et al. 2007). Thus, 
rendering a stimulus invisible could maximally reduce 
top-down signals that evoked by stimuli. No matter in psy-
chophysical or fMRI experiments, we found that the natu-
ral images were invisible to participants, which confirmed 
the assumption that top signals were maximally reduced 
in our experiments. It is quite important because several 
studies indicated that temporarily sluggish fMRI signals 
reflected neural activities resulting from both bottom-up 
and top-down processes, even in early visual cortex (Ress 
and Heeger 2003; Harrison and Tong 2009). Thus, block-
ing top-down signals make sure that we could observe a 
relative pure signal of the bottom-up saliency map of natu-
ral scenes in different brain regions. Some had argued that 
top-down information could modulate visual processing 
even when the stimuli were invisible (Dehaene et al. 1998; 
Jiang et al. 2006; Yang and Yeh 2011; Lin and Yeh 2015). 
Consistent with these studies, our study also found that 
invisible stimuli could generate an attentional effect even 
if top-down signals had been maximally reduced. However, 
a major distinction between these studies and our findings 
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we used images contained natural scenes as our stimuli. 
Natural scenes contain richer naturalistic low-level features, 
including luminance, contrast, spatial frequency, curve, etc. 
These features are basic units that our visual system needs 
to deal with. An important concern of our study is that the 
observed differences in behavioral performance and neu-
ral activities between the high salient and the low salient 
group might be attributed to the difference in luminance, 
other than saliency, between these two groups (Betz et al. 
2013). However, we found that there was no significant 
luminance difference between these two groups (see sup-
plemental information). More importantly, our fMRI results 
showed that there was no significant difference between the 
BOLD signal difference of the high salient group and that of 
the low salient group in LGN, which is an area that highly 
sensitive to luminance. Therefore, it is more likely that the 
results found in V1 revealed a response to saliency rather 
than luminance. Our study is not only a critical complement 
to the previous study (Zhang et al. 2012), but also provides 
an important evidence for the V1 saliency map argument.

It is notable that our results seem to be in conflict with 
a recent study (Yoshida et al. 2012). The study found that 
attentional guidance over complex natural scenes was still 
preserved in the monkeys with blindsight from unilateral 
ablation of V1. However, in our experiments, we only 
investigated the role of cortical areas in creating the bot-
tom-up saliency map. We did not exclude the possibility 
that some subcortical regions, such as pulvinar or superior 
colliculus, might be important in reading out the bottom-up 
saliency map. Moreover, there also exist direct connections 
between subcortical regions and FEF (Gilbert and Li 2013). 
Therefore, the observed attentional attraction with the 
absence of V1 might be induced by the bottom-up saliency 
signals constructed in subcortical regions, which is compat-
ible with our results.

In conclusion, our findings suggest that V1 plays an 
important role in creating the bottom-up saliency map of 
natural scenes, providing further compelling evidence for 
the V1 theory, and challenging the dominant view that sali-
ency map is constructed in higher cortical areas.
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